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Abstract

In recent years, practical applications of Al models have become globally accessible
and increasingly commonplace. These models have begun to be integrated into scientific
research, marking the initial stages of their use in this domain. Among such tools, ChatGPT,
recongized as an “Al language model”, is particularly intriguing for examining how it
handles linguistic problems. This paper seeks to replicate selected parts of a research
previously conducted using traditional methods and evaluate the results produced by the
model. The research focused on analyzing the vocabulary of Persian and Arabic origin
in Hindi songs from Bollywood movies. The goal of this paper is to determine how
effectively an Al model can perform specific tasks originally carried out by a human
researcher in the original study.
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Introduction
1. Al models in linguistic studies

In recent years, the widespread availability of practical applications of Al models
has become the new normal. These models are already employed in various aspects of
everyday life, both personal and professional, though the practical value of their outcomes
can vary. Among the numerous Al models available today, this paper focuses on the first
widely adopted model, ChatGPT, precisely its free variant ChatGPT-3.5.

ChatGPT is described as an “Al language model developed by OpenAl, based
on the GPT (Generative Pre-trained Transformer) architecture.” (ChatGPT answer to:
“please describe what chat gpt is”, ChatGPT conversation, 2024-02-16). Therefore, it is
particularly appealing to evaluate its performance on practical problems within the field
of linguistic studies.

There is, of course, an ongoing debate regarding the acceptability of using Al tools in
research and scientific writing. The concerns raised can be categorised into at least three
different areas: 1. ethical issues revolving around the question of plagiarism; 2. academic
integrity (including problems such as fictitious references, and 3. various forms of bias.!
The third can be understood more broadly as a question of the reliability of results.

In the author’s view, some ethical concerns can be adressed by establishing proper
citation standards for references for data generated by ChatGPT and similar tools. In fact,
work on this issue is already underway.”> Thus, the key question is not whether using
ChatGPT and other Al models is ethical, but rather whether their use is meaningful and
can contribute new value to scientific research. If Al tools like ChatGPT can enhance
research outcomes, it may be more appropriate to ask whether it is ethical nof to use
them. As Teel, Wang, and Lund suggest, “Rather than viewing ChatGPT and similar
technologies as threats, academics should embrace the challenges they present and use
them as opportunities to broaden and deepen their understanding of ethical and responsible
boundaries”.?

2. Hindi and Persian languages

Hindi is one of the New Indo-Aryan languages, spoken in a large part of northern
India (the states of Uttar Pradesh, Bihar, Madhya Pradesh, Rajasthan, Haryana, Himachal
Pradesh, and the Union Territory of Delhi).* Its literary variant, Standard Modern Hindi,

' Zo& Abbie Teel et al. ‘ChatGPT conundrums: Probing plagiarism and parroting problems in higher education
practices’, College & Research Libraries News 84/6 (2023), pp. 205-206.

2 Timothy McAdoo, ‘APA Style. How to cite ChatGPT’, California State University Channel Islands website,
Viewed 17 October 2024, <https://www.csuci.edu/wmc/documents/apa-citingchatgpt.pdf>.

3 Teel et al., ‘ChatGPT conundrums’, p. 207.

4 Colin Masica, The Indo-Aryan Languages, Cambridge 2001, pp. 8-9.


https://www.csuci.edu/wmc/documents/apa-citingchatgpt.pdf

www.czasopisma.pan.pl P N www.journals.pan.pl
X
\ -

REPRODUCING SECTIONS OF A RESEARCH IN THE FIELD OF INDO-IRANIAN LINGUISTICS... 87

continues the traditions of various earlier forms, particularly Braj and Awadhi.’ Numerous
variants of Hindi exist, primarily regional ones.®

Hindi underwent a period of intense lexical borrowing from Persian, which infused
it with words of both Iranian and Arabic origin, with Persian serving as the intermediary
for the latter. As a result, the “Vocabulary of Persian and Arabic origin constitutes a large,
extremely important and unalienable part of Hindustani lexical resources.””

There is a subtle and ellusive, not clearly defined boundary between Hindi and Urdu.
There is not even a simple answer as to whether the two ethnolects should be treated
as distinct languages or as varieties of one language.® Investigating this problem lies
far beyond the scope of the present study. However, let us note just one thing: Hindi
is traditionally written in the Devanagari script, while Urdu uses a modified version of
the Arabic alphabet.

New Persian belongs to the southwestern branch of the Iranian languages®. Iranian
languages are the western group of the Indo-Iranian side of the Indo-European language
family.!® (Windfuhr, 2009, 1). This means Persian and Hindi are relatively closely related.

The Muslim conquest marked the beginning of the epoch of intense borrowing from
Arabic into Persian. It is estimated that by the 10th century, around Y5 of New Persian
vocabulary was of Arabic origin, reaching nearly half of the lexicon two centuries later.!!
Persian is written using a modified variant of the Arabic alphabet (distinct from the one
used for Urdu).

3. The present study

In this paper, we aim to take a small step toward answering the question of whether
ChatGPT and similar tools can be useful in linguistic reseaerch, by reproducing parts of
a previously conducted study'?. We will attempt to achieve this goal by asking questions
to ChatGPT and evaluating whether, and to what extent, the results are consistent with the
original research. We will also try to improve the answers by asking follow-up questions,
providing sample data to the model, and so on.

5 Ibidem.

6 Ibidem, p. 9ff.

7 Agnieszka Kuczkiewicz-Fra$, Perso-Arabic Loanwords in Hindustani. Part ii, Linguistic Study, Krakow 2012,
p- L.
8 Christine Everaert, Tracing the Boundaries between Hindi and Urdu. Lost and Added in Translation between
20th Century Short Stories, Leiden 2010, pp. 1ff.

9 Gernot Windfuhr, ‘Introduction to the Iranian Languages’, in: Gernot Windfuhr (ed.), The Iranian Languages,
London-New York 2009, p. 2.

10 Tbidem, p. 1.

I Ali ASraf Sadeqi, ‘Arabic Language. i. Arabic elements in Persian’, Encyclopedia Iranica online, Viewed
17 October 2024, <https://iranicaonline.org/articles/arabic-i>.

12 Tomasz Gacek, ‘Some Remarks on the Perso-Arabic Nominal Lexica in Bollywood Movie Song Lyrics’,
Acta Asiatica Varsoviensia 36 (2023), pp. 39-67, https://doi.org/10.60018/AcAsVa.njyu2866.
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The original research was conducted according to the following algorithm:

a. Isolating nominal lexemes from the analyzed texts (see below);

b. Reconstructing lemmata for the nominal forms found,

c. Tagging the forms based on their origin as either native (tadbhava, tatsama, borrowed
from other Indo-Aryan languages) or foreign (loanwords from non-Indo-Aryan
languages, foreign words).

d. Conducting statistical analysis.

The original research was conducted on a corpus of lyrics from 93 Bollywood movie
songs spanning the period between 1940 and 2020, the details of which are described
in the relevant publication.!® In this corpus, 1074 nominal forms have been identified
(1909 including repetitions), which can be reduced to 956 distinct lemmata. Due to
restrictions on the length of user input to ChatGPT (so called quota), only samples of
this material (presented in specific questions to the model, below and in the appendix)
were used in the current study.

Both the original writing systems (especially Devanagari) and transcription were
used when communicating with ChatGPT. To avoid confusion, both the data input to
the model and its replies will be presented exactly as they were provided or generated
during the experiment, even though it is common practice, especially in Indological
studies, to substitute original writing systems with transcription. In this particular case,
the romanization of actual queries and model replies would, in the author’s opinion,
distort the representation of the conducted research, especially considering that existing
transcription systems do not capture some minor details of Devanagari orthography as
used in Hindi.

1. Identifying nominal lexemes

We will begin with an attempt to indicate nominal lexemes in the first two of the
songs analyzed in the original research: Divana hii, divana hii** from the 1940s movie
Zindagi and Cane Zor Garam Babi'® from the film Bandhan from the same year. Let
us start with the first text!®,

13" Ibidem.

14 The text was retrieved from: Viewed 17 October 2024, <https://www.hindilyrics4u.com/song/deewana_hoon_
deewana_hoon_raahat se main_begana_hoon.htm> and verified against the recording.

15" The text was retrieved from: Viewed 17 October 2024, <https://bharatdiscovery.org/india/%E0%A4%9A%E
0%A4%A8%E0%AS5%87_%E0%A4%9C%E0%A5%8B%E0%A4%B0_%E0%A4%97%E0%A4%B0%E0%A4%
AE %E0%A4%AC%E0%A4%BE%E0%A4%AC%E0%AS5%82> and verified against the recording.

16 For the sake of clarity, all the interactions with the model will be reproduced in tables, with “U” marking
the user’s input and “C” used for the model’s replies.


https://www.hindilyrics4u.com/song/deewana_hoon_deewana_hoon_raahat_se_main_begana_hoon.htm
https://www.hindilyrics4u.com/song/deewana_hoon_deewana_hoon_raahat_se_main_begana_hoon.htm
https://bharatdiscovery.org/india/<091A><0928><0947>_<091C><094B><0930>_<0917><0930><092E>_<092C><093E><092C><0942>
https://bharatdiscovery.org/india/<091A><0928><0947>_<091C><094B><0930>_<0917><0930><092E>_<092C><093E><092C><0942>
https://bharatdiscovery.org/india/<091A><0928><0947>_<091C><094B><0930>_<0917><0930><092E>_<092C><093E><092C><0942>
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Table 1. ChatGPT conversation, 2024-02-16

U |Please, indicate nouns in the following Hindi text:

g1 3 oo o famaamrss
fae 1 b8 Fgas, |
81 3 e [ femens,
3G G G PR G T
CRIECRINIC L
& T &G HRT ST §
3Tt 7 ¥8R Rl &1 Iat
3t 7 R Rawi &1 wet
Iore foe o sRu € Tt
IS et & oRw & weh
REE MR A FH
e g B SR A1g o
ngﬁﬂmg
ngﬂ@fggﬁ
TAEHIAREH
W G AR E A
WWWWEI?[
T gHT I o 31 B

T gHi I o 3 R
R & ol A §
SRR F W AT g
MRR H off tRaMT §

C |Nouns in the provided Hindi text:
atar (deewana) — madman
XT@d (raahat) — relief
f&d (dil) - heart
VIRSH (zakhm) — wound
ST (afsana) — story
it (khizaan) — autumn
SRHATF (arman) — desire
(hairaan) — surprised
forRTT (viraana) — desolation
URAIT (parwaana) — moth
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We will discuss the poor transcription used by the model in its reply later; for now, we
will focus on identifying nouns in the text. The forms X[ed rahat, f&d dit, T zaxm,
ST afsana, RSl xizd, 3RHM arman and TRAMT parvand raise no doubts.
However, we can be indeed surprised to see %TFT hairan “surprised” classified as a noun,
as it is obviously an adjective.'” Moreover, it is used in the text as an adjectival predicate,
with no indication of possible nominalization. faRMT virana is disputable It could be an
adjective, meaning “estranged” or “alienated,”'® or a noun meaning “a desolate place” 1
However, as it occurs here paired with 31I6lTG @bad, which is exclusively an adjective,” it
seems logical to classify it as an adjective as well, and exclude it from the list.

divana “crazy, mad, insane,” is unanimously classified as an adjective in
dictionaries,”' even though it is imaginable to assume that in some situations it could
acquire the nominal meaning “a mad man”. However, no indication of such a process is
observed in the text.

It would certainly be more natural to classify the form ST begand as a noun here.
While it can function both as an adjective “(...) strange, foreign, alien (...)” and as a noun
“(...) stranger, foreigner, outsider (...),”* it seems to fit the context better in the latter role.

We also do not find i in the list some other words we would likely expect the model to
identify: 3ﬂﬁ(better 3‘“@ dsii “tear”, TS dard “pain”, W bahar “spring” and W
phiimk “(...) blowing, (...) breath (...)” as they are all nouns.” The form SRR axir could
also be interpreted as a noun,** especially as it is followed by a postposition in the text.

Let us ask the model if it is confident that all the forms it had singled out are indeed
nouns.

Table 2. ChatGPT conversation, 2024-02-16

U | Are you sure all the words in the list you provided are nouns?

C |You’re correct; I apologize for the oversight. Not all the words in the list provided are
nouns. Let me correct that:

Nouns in the provided Hindi text: (...)

And here follows exactly the same list, as before (sic!)®

'7 Ronald Stuart McGregor, Oxford Hindi-English Dictionary, Oxford-Delhi 1993, p. 1080; Hardev Bahri,
Learners’ Hindi-English dictionary, Delhi 1989, p. 706.

18 See Syémsundar Das, Hindi sabdsagar, 11 vols. 2nd edition, Benares 1965-1975, p. 4522.

' McGregor, Oxford Hindi-English Dictionary, p. 933.

2 Ibidem, p. 89; Mahendra Caturvedi, 4 practical Hindi-English dictionary, Delhi 1970, p. 68; Syﬁmsundar Das,
Hindr sabdsagar, p. 454.

2! McGregor, Oxford Hindi-English Dictionary, p. 500; Caturvedi, A Practical Hindi-English Dictionary, p. 319; Bahri,
Learners’ Hindi-English dictionary, p. 311; Das, Hindi sabdsagar, p. 2302.

2 McGregor, Oxford Hindi-English Dictionary, p. 745.

2 See respectively McGregor, Oxford Hindi-English Dictionary, pp. 77, 482, 716 and 686.

 Ibidem, p. 79.

% The italic font in the “C” section of tables will be used to summarize, paraphrase, or comment on ChatGPT
output.
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Only when we explicitly object to this (“But you have given exactly the same list
now!”), ChatGPT will finally drops at least hairan from the set. (ChatGPT conversation,
2024-02-16).

Now, what about the overlooked forms?

Table 3. ChatGPT conversation, 2024-02-16

U | Are you sure 31\’@ 3¢, §8R, 3R and S’W are not nouns in this text?

C | You’re correct; I appreciate your patience. Here’s the corrected list with additional
nouns: Nouns in the provided Hindi text:

CCICH (deewana) — madman
XT8d (raahat) — relief
fad (dil) - heart
I¥eH (zakhm) — wound
ST (afsana) — story
e (khizaan) — autumn
SHXHTH (arman) — desire
(hairaan) — surprised

o (viraana) — desolation
URdHT (parwaana) — moth
GrH(aansoo) — tears

(dard) — pain
&R (bahaar) — spring
3G (aankh) — eye
W (phoonk) — blow
Thank you for bringing it to my attention.

We can see some improvement, but unfortunately, %TF[ hairan is back on the list. This
is an important point, as it shows that we are unable to perform a real supplementary
training of the model. All the improvements we achieve do not affect the model
permanently. If we want the model to behave according to our rules, we will always have to
refer to them in our prompts.

Let us now see how the model copes with the other text.
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Table 4. ChatGPT conversation, 2024-02-17

U

Please, find nouns in the following Hindi text:

T OR TRY §19. & T AIER 99 SR IRH
T OIR TRE 19 H A1 HolgR T SR TRY
TR T4 € Ieue ¥ 3R 98 aEmt

SR Y 919 § T <@ 3R AT

3R LG ! oiaH o g1 it o O

3R P8 HAR Gl 3, A G T BT I
T OIR TRE 19 & A1 HolgR T SR TRY
T OIR TRE 19 & A1 HolgR T SR TRY

TS ey HIol & ) 9 feml &7 31

3R UG forg R Ia I a1 gH 3T 3T aTe
R PIS TN SFIR I HIS TTAR-R T

I B 31T SHR gHA ferd o &t 3re

T OR TRY §1. & TR A9IER 99 SR TRH

T OIR TRE 19 & A1 HolgR T SR TRY

T OIR TRY §19. & T A9ER 99 SR TRH

BRI T &1 § STl

sﬂﬁmww

TG ST S A frel

P! ATE & T1 FRTel
T OR TRY §1. & T A9ER 99 SR TRH
aﬁwmwﬁwn@maﬁﬁmw

T OIR TRE 19 & A1 HolgR T SR TRY
3T I B TR

T ST St WRBR

R T TAHGR

3R THD! A1 81 TAER

T Hgdl § AAPR

T4 OIR TRY §19. & 11 AOIER 99 SR IRA
T OIR TRE 19 & 11 JolgR I SR TRY

T A W1 REAR

el R T Riaficar
fROMd R & WeER

& 4 U i gRAER

P IRG | RSN CIAN

Y ¢! R qedaR

J§ M YMER

3R 3 73 Rugaar

IR T & WER

T OIR TRE 19 & A7 HolgR T SR TRY
T4 WIR TRY 919, & TR FoIGR 99 SR IRA
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Table 4. cont.

C |Here are the nouns in the Hindi text you provided:
Rl (gram)
SR (strength)
d1q (term of endearment)
TSGR (delicious)
T (brother)
A (spicy)
IId (taste)
TSI (enjoyment)
g7 (a name)
Y1 (a name)
Il (tongue)
(school)
DIt (judge)
fet (days)
OIC (position)
T[dRX (governor)
QR (office)
I (taste)
BRI (unique)
SATCT (superior)
HYTT (spice mix)
il (term of respect)
faett (Delhi)
dER (spring)
XD (government)
(excellent)
UddR (trust)
PR (call)
X4 (royal court)
(chain-wearer)
AT (kingdom)
TR (leader)
Eﬁl’qﬁ (clever)
dedider (revenue officer)
YR (police officer)
(commander)
dl-R (monkey)

AT (army)
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Several nouns in the text have once again not been detected by the model: gt pant
“water (...)”,* 1 sadho: voc. pl. of sadh “good, virtuous (...); an ascetic”,”’ & gurii
var. of T[¥ guru “heavy, (...) venerable (...); a spiritual teacher (...)"”,”* M bani “sound,
voice, (...) teachings (...)”,”” §IC bar “way, road, path (..., AWBIR afsar “an officer,
official (...)”,*! @IC lar “a lord (...)”,”> IC cat “licking, tasting; taste (...)”,” @I lala “(...)
a term of respectful address (...)”,** ¥1G svad “a taste, flavour (...)"” and ﬁﬁ?l? subedar
“a governor (...)".*

On the other hand, the words ARIT [a-sani “without a second; unequaled”,”’ Eﬁlﬂﬁ
husiyar “wise, clever,”® and 3Tl ala “(...) most high, exalted (... are adjectives and
should, in fact, be excluded based on the meaning provided by the model itself. faRTe
nirala “separate, lonely (...) a lonely place (...)"*” may be both a noun and an adjective, but
only the adjectival sense fits the context here.

Whether the honorific expression Si may be classified as a noun is another problem.
Let us set it aside for now.

Let us try to find out why the model classified /a-sani, nirala and ala as nouns.

Table 5. ChatGPT conversation, 2024-02-17
U | Explain, why did you classify the words ST, FARTET and 3TET as nouns

C |1 must apologize for the mistake. The words “m,” R dl,” and “3{Icll” are not
nouns; they are adjectives. Adjectives in Hindi describe or modify nouns by providing
additional information about their qualities, characteristics, or attributes.

Here’s the correct classification:

WAMAH: This word is an adjective meaning “spicy.”

fARTE: This word is an adjective meaning “unique” or “unusual.”

ST This word is an adjective meaning “superior” or “excellent.”

Thank you for bringing this to my attention, and I appreciate the opportunity to correct the
mistake. If you have any further questions or need clarification, please feel free to ask.

26 McGregor, Oxford Hindi-English Dictionary, p. 623.
" Ibidem, p. 1004.

% Ibidem, p. 271.

? Ibidem, p. 724.

3 Ibidem, p. 721.

3! Ibidem, p. 45.

32 Ibidem, p. 891.

3 Ibidem, p. 310.

¥ Ibidem, p. 893.

3 Ibidem, p. 1051.

36 Caturvedi, 4 Practical Hindi-English Dictionary, p. 829.
3T McGregor, Oxford Hindi-English Dictionary, p. 894.
38 See Das, Hindi $abdsagar, p. 5538.

39 McGregor, Oxford Hindi-English Dictionary, p. 94.
0 Ibidem, p. 567.
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Some experience with ChatGPT may suggest that the model has a tendency — a specific
fault in its algorithm — to always agree with the user’s objections. This should be
investigated.

Table 6. ChatGPT conversation, 2024-02-17

U |are you sure TddR (trust), TADPR (call) and GRER (royal court) are nouns?

C |You’re correct; I made a mistake in classifying these words. Let me correct that:

UddR (etbaar): This word can function as both a noun and a verb, depending on the
context. As a noun, it can mean “trust” or “confidence.” So, it is indeed a noun.

bR (lalkaar): This word is a noun and means “shout” or “call.” So, it is classified
correctly as a noun.

aXdR (darbaar): This word primarily functions as a noun and means “royal court” or
“king’s court.” So, it is also correctly classified as a noun.

Thank you for pointing out the oversight. If you have any further questions or need
clarification, feel free to ask!

This is interesting. The model initially politely admits a mistake but then
essentially stands by its opinion, which is quite fortunate in this particular case.
Therefore, our suspicion was unfounded.

Let us try a different approach now. Perhaps we should not use terms like
“nouns” or “adjectives”? So the next query was: “User: Please, find in the following
Hindi text all the words, which are names of persons, objects, abstract ideas, natural
phenomena. Don’t include the words that are mainly used with the attributive
function. Use only exactly the words in the form, in which they are used in the
text. (...)” However, the results were very similar to those achieved above. Most
nouns were correctly identified, but some were omitted. Additionally, several
adjectives were included. Furthermore, contrary to the explicit guidelines, the model
returned forms that are indeed nouns but do not appear in the text! They are just
word-formationally related to the attested forms, such as hairani < hairan.
(ChatGPT conversation, 2024-02-17)

The author of the present paper must admit that he has no idea how to improve the
model’s results in this area. Let us assume that the model is far from perfect in
classifying parts of speech (at least in Hindi) and move on to the next task.
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2. Providing transcription for selected Hindi forms

Transcription is often preferred in linguistic research, even when the language in
question is traditionally written with a precise and efficient writing system. At least two
factors encourage to use it: first, probably every naturally developed writing system has at
least some ambiguities, regardless of how well designed it is, especially if it has a long
history.*" Second, transcription allows researchers not being specialists in this particular
language to access and understand the information provided in a work.

Before we can start persuading ChatGPT to use a particular standard of transcription, it
would useful to present a phoneme inventory of modern Hindi. The vowel system consists
of 21 sounds**:

Table 7. Hindi Vowels
Front Back
TRl
ut
00
aa N
au au*
aa

* /ai/ and /au/ are pronounced monophthongally in most dialects (as € and o), but we will retain the traditional
transcription, compatible with that of McGregor’s dictionary.

While there are minor differences in the classification of specific sounds, in general, the
consonant system of Hindi may be presented as follows:

*! In traditional Hindi orthography we may put forward the problem of not using virama and ligatures to mark the
lack of a vowel, especially in words of foreign origin, e.g. IR afsar (not afasara) instead of TRIX. Another
problem is the inconsistent marking of nasal elements.

“2 The table has been compiled on the basis of Manjari Ohala, Aspects of Hindi Phonology, Delhi-Varanasi-Patna
1983, p. 1; modified using: Manjari Ohala, ‘Hindi’, in: Hanbook of the International Phonetic Association. A Guide to
Use of the International Phonetic Alphabet, Cambridge 1999, p. 102. However, for the sake of consistency, the
transcription used in McGregor, Oxford Hindi-English Dictionary is used, instead of the symbols used by Ohala
(i, 1, e, &, & — for front vowels; 9, a — central vowels; u, U, 0, 0 — back vowels; nasalization marked in the same way).
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We are following Ohala’s classification here.” However, as with the vowel system,
we will use the transcription characters introduced by McGregor in his dictionary.*
Additionally, we include other potential consonants of Persian origin apart from f'(all in
parentheses). The reason for that is that the pronunciation of Perso-Arabic loanwords
in Bollywood songs is sometimes more more faithful, approaching Urdu standards.*

Let us now analyze in detail the method of transcription ChatGPT uses. Then we will
attempt to persuade the model to use a coherent and reliable system instead. Since we were
unable to get the Al to correctly identify nouns in the analyzed texts, we will confront it
with a manually compiled list.

Table 9. ChatGPT conversation, 2024-02-17

U | Provide transcription for the following Hindi forms: XTgd, aTI'ITﬂ, ﬁﬂ, VIH, vaﬁ Eé',
g, WS, T, TR, I, Hexd, B, f&Hl, 31e, J1e, SR, AR, dle, TR,
TTe, AYTdI, a1, e, 98R, PR, TAER, TaHR, XaR, RINd, WeR, Joar,
deHIdeR, YMeR, RIUgHIeR, IR, J1

C | Here are the transcriptions for the provided Hindi forms:

RTed — raahat, ST — begaana, faa - dil, $I©H — zakhm, &ﬁ'ﬁf aansoo, E{é — dard,
ST — afsaana, 9GIR — bahaar, m\_ﬂ\f — khizaan, 3RHM — armaan, 3R — aakhir,
W — phoonk, A7 — samaan, IR — parwaana, q - chane, 91 — baabu, T -
bhaiyaa, dId — chaav, SIdld — zubaan, T — paani, 'J-Iﬁ — bhai, ey — saadho, [ —
guru, T — baani, e - madrase, PIol — qaazi, fa - dino, AIC — thaath, dIC —
baat, 3PHR — afsar, TTAX-R — governor, AIC — laat, QYR — daftar, TIC — chaat, T
— masala, Icll — laala, YdIq — swaad, d8IX — bahaar, XP R — sarkaar, UddR — etbaar,
AADPR — lalkaar, GXdR — darbaar, g - riyaasat, YXGIR — sardaar, ﬁa—dﬂ -
subedaar, H_Eu'w — tahsildaar, YMER — thanedaar, ﬁrqsw — sipahsaalaar, dI-IX
— vaanar, T - sena

These transcriptions reflect the pronunciation of the words in Hindi. If you have any
further questions or need clarification, feel free to ask!

* The table is based on Manjari Ohala, ‘Hindi’, Hanbook of the International Phonetic Association. A Guide to Use
of the International Phonetic Alphabet, Cambridge 1999, p. 100; However, as in the case of the vowel system, we are
going to use the transcription characters as introduced by McGregor in his dictionary (McGregor, Oxford Hindi-
English Dictionary).

* McGregor, Oxford Hindi-English Dictionary.

* Let us recall the anecdote how Lata Mangeshkar needed Urdu lessons to perfect her pronunciation so that she
could pursue her career as a Bollywood singer (Dilip Kumar, The Substance and the Shadow. An Autobiography, New
Delhi 2014, p. 369).

% Both the query and the answer originally contained lists with each item in a separate row. They were re-formatted
to make the text more compact.
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As we can see, the transcription provided is far from what we would expect in
a scientific paper. Many phonologically relevant differences are neglected (e.g. 7 : £, d : d,
u : ). Additionally, some differences that may not be universal but are important for
Bollywood songs — where there is often a greater effort to pronounce Persian or Arabic
sounds more clearly than in everyday speech (e.g., k% : x, see above) — are also neglected.
The transcription provided is inconsistent as ¢: is rendered either as u or as 0o, and length is
marked for a : @, but not for « : &7, among other issues. Let us see if it is possible to persuade
Chat GPT to use a more precise system. First, let us examine whether asking GPT to
transcribe the whole text in its original, integral form yields better results:

Table 10. ChatGPT conversation, 2024-08-15

U | Provide transcription in Latin alphabet for the following Hindi text:
(...) the text as given in Table 1

C | He deewana hoon deewana hoon
Rahat se main begaana hoon

Rahat se main begaana hoon
Deewana hoon deewana hoon

Rahat se main begaana hoon

Rahat se main begaana hoon

Dil ko kaise behlaaoon main

Haan ye zakhm kise dikhlaaoon main
Dil ko kaise behlaaoon main

Haan ye zakhm kise dikhlaaoon main
Aansoo sun sun kar hanste hain

Kya dard bhara afsaana hoon

Hain kya dard bhara afsaana hoon
Aayi na bahaar khizaan hi sahi

Aayi na bahaar khizaan hi sahi

Ujre dil mein armaan hi sahi

Ujre dil mein armaan hi sahi

Hairaan hoon ki aakhir kya hoon main
Hairaan hoon ki aakhir kya hoon main
Aabaad hoon ya viraana hoon

Ghayal hoon tum se door hoon main
Ghayal hoon tum se door hoon main
Par phoonk chuka majboor hoon main
Par phoonk chuka majboor hoon main
Ae samaan balaayein le aa kar

Ae samaan balaayein le aa kar

Aakhir main bhi parwaana hoon
Aakhir main bhi parwaana hoon
Aakhir main bhi parwaana hoon
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As we can see, the transcription is generally more consistent but otherwise no better
than in Table 9. Let us explicitly instruct the model to change the transcription in the
desired way.

Table 11. ChatGPT conversation, 2024-02-17

U | Provide accurate phonological transcription for the forms above, i.e. one that would take
into consideration all the exisiting phonological differences

C | Sure, here’s the accurate phonological transcription for the forms provided: XTgd —
/ra:fat/, ST - /be: gama:/, faa - /dil/, STH — /zoxm/, W— /a:su/, G /dard/,
ST — /ofsama:/, SR — /bofa:r/, m — /x1'za:n/, 3IRHF — /orma:n/, 3R —
Ja:xir/, W — /phunk/, AT — /soma:n/, TR — /parva:na:/, T — /tfsne/, o1 — /ba:bu/,
thrs) /bhgja:/, dld — /Efa:v/, VIl — /zoba:n/, T - /pa:ni/, H‘s‘ — /bhai/, ey - /sa:dho/,
= — /guru/, T — /ba:ni/, IIE@ — /madrase/, BN — /qa:zi/, feat - /dmo:/, 3IC —
/tha:t/, d1C — /ba:t/, AHIAR — /ofsor/, AR — /govarnar/, AIC — /la:t/, QUR — /doftor/,
qlc — /tAfa:‘[/, HYTAT — /masa:la:/, el — /la:la:/, A& — /sva:d/, I6IR — /bofia:r/, YYD
— /sorka:r/, TdAR — /etba:r/, AADPR — /lolka:r/, Q¥R — /darba:r/, faraa - /r1jasat/,
YR — /sorda:r/, W — /su:beda:r/, ?‘I_Eﬁﬁ?ﬂ'l? — /tohsi:1da:r/, YMER — /tha:ne:da:r/,
ﬁlmﬁﬂ? — /sipafisa:la:r/, dTHX — /va:nar/, AT — /senay/

The result is quite astonishing. Even though the system applied is very different
from the one we have chosen, it is actually quite good. It is based on the IPA standard
and it is much more coherent than the model’s initial attempts. Vowel length is
generally marked consistently, retroflex consonants are rendered differently from dental
ones, the difference between /x/ and /k?/ is shown, vowel nasalization is indicated rather
by diacritics (e.g. a:k"0:, a.su) than by adding the character n after a vowel. This looks as
if the model indeed understood what is meant by a request for more accurate
transcription.

However, this new transcription is not flawless. We can identify two types of
problems: a) those resulting from imperfect application of the system (“errors against the
system”; b) problems inherent to the system itself (“errors of the system”). Regarding
the category a), examples include the incorrect transcription of the initial retroflex
consonant in t*a:f (instead of f'a.f), rendering V[ as if there were two identical vowels
(guru instead of guriz).

As far as the “errors of the system” are concerned, it is particularly noteworthy that in
some cases the model went a bit too far, leaning more towards phonetic transcription
rather than phonological one. For example, the difference between % and /4 in the forms
tohsi:lda:r and bafia:r is not phonologically relevant. Similarily, the difference in
aspiration marking in voiced and voiceless consonants is redundant, too (b%sja. vs. p'u:nk).

In this situation, let us ask the model about the difference between phonetic and
phonological transcription.
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Table 12. ChatGPT conversation, 2024-02-17

U | What is the difference between the phonological and phonetic transcription?

C | Phonological and phonetic transcriptions are both systems used to represent spoken
language, but they serve different purposes and focus on different aspects of speech.

Phonological Transcription:

Phonological transcription represents the abstract underlying sounds of a language, often
referred to as phonemes.

It is concerned with the distinctive sounds (phonemes) of a language and the rules
governing their distribution and behavior in words.

Phonological transcription ignores variations in pronunciation that do not affect the
meaning of words. For example, in English, the sounds [p] in “pin” and [ph] in “spin”
are considered allophones of the same phoneme /p/.

It is typically enclosed in slashes (/ /) to indicate that it represents phonemes rather than
actual sounds.

Phonological transcription is useful for studying the structure and patterns of sounds in
a language.

Phonetic Transcription:

Phonetic transcription represents the actual sounds produced in speech, including
variations in pronunciation such as accent, intonation, and speech disorders.

It captures the precise articulatory details of speech sounds, including variations in
vowel quality, consonant articulation, and prosody.

Phonetic transcription uses symbols from the International Phonetic Alphabet (IPA) to
represent specific speech sounds. Each symbol corresponds to a unique articulatory or
acoustic feature.

Phonetic transcription is often enclosed in square brackets ([ ]) to indicate that it
represents actual speech sounds.

Phonetic transcription is useful for detailed analysis of individual speech sounds and for
accurately representing spoken language in linguistic research, language teaching, and
speech therapy.

In summary, phonological transcription focuses on the abstract phonemic structure of
language, while phonetic transcription captures the concrete articulatory and acoustic
details of speech.

If ChatGPT were taking an Introduction to Linguistics exam, this answer would
certainly bring it closer to a passing grade. However, just as with living students, storing the
necessary information and using it properly are two different things. Let us see if the model
can use it.



102

www.czasopisma.pan.pl N www.journals.pan.pl
'
S~

TOMASZ GACEK

Table 13. ChatGPT conversation, 2024-02-17

U

Taking into consideration the difference between phonological and phonetical
transcription, can you provide transcription of the forms given above that would be
strictly phonological. I want you to omit all the pronunciation features that are not
phonologically relevant.

ChatGPT: Certainly, here are the forms transcribed with a focus on phonological
features:

()

Here comes exactly the same list as presented in table 11.

Quite disappointingly, after agreeing so politely, ChatGPT provided exactly the same

transcription as it had produced in response to the previous query. Perhaps it is time to
inform the model about our specific concerns. Unfortunately, even explicitly pointing out
the deficiencies (“User: u and u: are distinct phonemes in Hindi and the difference should
always be marked.”, ChatGPT conversation, 2024-02-17) results in no improvement.

Let us try another approach. As we have seen, one of the persistent problems is issue of

differentiation between u and u.. Maybe we can force it to distinguish between them by
providing more words containing both vowels.

Table 14. ChatGPT conversation, 2024-02-18

U

Provide phonological transcription for the following Hindi forms: R[¥=, 94, ed,
I, 91, W4T, =16, J9H, U, W, 1, T, S, JeRd, el fad, 3e, 9,
SPIR, TAR-R, dIc, qWR, dIc, HITI, dIdl, dlq, d6R, IRPR, TddR, DR,

Here are the phonological transcriptions for the provided Hindi words: ¥ — /fu ru/,
WRE - /xufbu:/, IEA — /ra:fiot/, ST — /be:gaina:/, TG — /dil/, TH — /zoxm/, A —
/asu/, TG - /dord/, ST — /ofsana/, 9GR — /bofia:r/, @Gﬂ — /xiza:n/, UM
— /orma:n/, 3MRER — Ja:xar/, @F — /fumk/, IJHT - /soma:n/, UG — /parva:na:/, T4
/tfone/, dlg — /ba:bu:/, 7 — /bharja:/, dld — /tfa:v/, SIdT — /zoba:n/, T - /pa:ni:/, g-I_sc
— /bhai:/, Tqre — /sa:dfo:/, & — /guru:/, S - /ba:ni:/, ey — /modorse/, PIol —
/qa:zi:/, f&At - /dmo/, BTE - /tha:t/, dIC — /ba:t/, 3hUX — /ofsar/, AR — /gavernar/,
dlc — /Na:t/, QWX — /doftor/, DIC — /tfa:t/, HATCT — /mosa:la:/, Al — /la:la:/, Hdl& —
/sva:d/, §6IR — /bofa:r/, AXPR — /sorka:r/, TAGR — /etba:r/, AADPR — /lolka:r/, GXAR
— /darba:r/, famga - /rja:sat/, ARGIR — /sorda:r/, ?@W — /su:be:da:r/, TEUITER —
/tohsi:lda:r/, YMER — /tha:ne:da:r/, ﬁrqaw — /sipafisa:la:r/, dIFR — /vamar/, T

— /se:na:/
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We can see some improvement now. Although the first vowel of ¥ suri was
mistakenly classified as a long one (*fi.7u.), in general, the model performed better
now. However, this is just one of the problems. All the other issues remain, especially
those arising from the fact that, contrary to our expectations and its own declaration, the
model produces a transcription that is more phonetic than phonological (or, to be
precise, a peculiar hybrid system). The mechanism we have used for u vs. u: will not
work in this case. Moreover, if we pay close attention, we will notice that some new,
previously unseen mistakes have appeared in the last variant. For example the model
uses the spirant f'instead of the aspirated p” (*fu.nk instead of p*u.nk). Aspiration in tha.t
is now marked with the normal letter /#, whereas in all other forms, it is superscripted.
Let us try to eliminate at least some of these problems.

Table 15. ChatGPT conversation, 2024-02-18

U | Repeat the last list, but use always /a/ for /o/, /u/ for /v/, /i/ for /1/, /d/ for /d/, 1t/ for 1/, v/ for v/

C | & — ffuru/, GRY - /xofbur/, G — fra:fiot/ ST — /be:gacnay/, Tad — /dil/, SRS —
/zoxm/, GH fasu:/, &G — /dord/, ST - /ofsana:/, IR — /bafia:r/, el — /xizammy,
SRHAT — /orma:n/, 3RER - Jazxar/, W /fu:gk/, 7 — /soma:n/, TRAMT — /parva:na:/,
T /tfone/, Al — /babu/, T - /biarja:/, dld — /tfa:v/, SIdI — /zaba:n/, o o /pa:ni:/,
'H% — /bfiai:/, qre — /sa:dho:/, TR — /guru:/, M - /ba:ni:/, ey - /modorse/, POl —
/qa:zi:/, faai - /dmno:/, SIC — /tha:t/, 1€ — /ba:t/, SHIR — /ofsar/, AR — /govarnar/, TIC
— Nla:t/, QR — /daftor/, TIC — /tfa:t/, HITQT — /mosa:la:/, AICl — /la:la/, A& — /sva:d/,
deR — /bofia:r/, XD — /sorka:r/, UdAR — /etba:r/, AADR — /lolka:r/, GRAR — /dorba:r/,
fara - /tijazsat/, UG — /sorda:r/, {@’Q"R — /sube:da:r/, TEHGR — /tofisi:lda:r/,
YMER — /tra:ne:da:r/, ﬁl'CI—E?ﬂTFﬂT — /sipafisa:la:r/, dT-R — /va:nar/, T - /semna:/

As we can see, despite the model expressing a willingness to follow our guidelines, it
still repeats the same output as before. Even if we explicitly reiterate the list and include our
guidelines, the result remains largely unchanged:

Table 16. ChatGPT conversation, 2024-02-18

U | Provide phonological transcription for the following Hindi forms: ¥, G, e,
ST, e, ST, offY, <<, ST, 98, Raw, oR|M, SR, %, THi, TRaTI,
oA, 919, Va1, 916, TEE, U, S, 9, RS, 6, e, S, ﬁﬁﬁ, 3le, §e,
IR, TRR, AT, TWR, TIC, HATEI, AT, Ja1G, 96K, WHR, TR, TADNR,
RER, RO, TWeR, YaaR, dgAIaeR, YHeR, RUgaaR, aFR, 1. Use always
always /a/ instead of /o/, /u/ for /v/, /i/ for //, /d/ for /d/, /t/ for /t/, /v/ for /v/

C | ChatGPT: Here are the phonological transcriptions for the provided Hindi words with
the modifications: & — /furu:/, YR — /xufbu/, Xed — /ra:fat/, ST — /be:gama:/,
fad - /dil/, STH — /zoxm/, ... (the same forms as before follow).
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This method does not seem to work. What else can we do? What is so attractive about

Al models, is their ability to learn. While it is not possible for an ordinary user to perform
real supplementary training of the model, maybe we can provide a large set of examples
and ask ChatGPT to use them as a guide?

We will use the data from the same research. Let us select the next 500 forms that

immediately follow the list based on the first two songs we have been working on so far. To
simplify the process, we will use a system closer to the [PA transcription, which the model
seems to prefer. Of course, we will not include in the list the forms we expect the model to
transcribe.

Table 17. ChatGPT conversation, 2024-02-18

8]

Transcribe the following words: Xgd, aTI'FlT, ﬁﬂ, VIH, &\H E_Q;, B, dERR,
s, 3RTM, 3R, Wb, T, WA, 99, 19, T, 919, S, U, WS, ITed,
TR, ST, HERY, BTl I&HT, 31e, 91e, SR, TR, AT, SR, dTC, THT, A1,
Jd1G, 98R, WPR, TdaR, TAPR, AR, RN, IR, JoaR, dEUITER,
ﬂﬁﬂﬂ, ]%IUEW, CIGES L3Rl using the list below as a transcription guide: HITdTH
bhragva:n, @"@ﬁ dukhi:, &I da:n, @ btu:khe, 3 ann, @bure .Y

Here are the phonological transcriptions for the provided Hindi words: XTed — ra:hat,
ST - bega:na:, fa&d — dil, TI%H — zakhm, GTH asu, E"Effdard ST YT — afsa:na;,
dgR — bahar, ]%1\7” — xiza:, 3XHM — arma:n, 3‘"@? — akhir, W pruink, Jqi -
sama:, OXATI — parwa:na:, 4 - tfane, 91 — ba:bu:, T — bfa:ja:, dId — tfa:v, SIdM -
zaba:n, Lo pa:ni:, 1-|_i>c — bhai:, ey — sa:dfo:, IR — guru;, T - bamni:, T -
madrase, Poll — qa:zi, feAt - dind, OIC — tha:t, dIC — ba:t, AWIR — afsar, MR —
gavarnar, 9IC — la:f, QUdR — daftor, dIC — tfa:f, HYTT — masa:la:, I — la:la:, Hdlq —
sva:d, 98X — baha:r, YRPR — sarkarr, TAIR — etbarr, AADNR — lalkarr, GXAR —
darbar, famga - rija:sat, 9XGIR — sardar, ﬁa?«"l—\’ — subeda:r, RGN tahsi:lda:r,
YHER — tharne:dar, ﬁmw — sipohsa:la:r, IR — va:nar, AT - sena..

Compared to all the previous results, this output is nearly perfect. To improve it further,

we could try adjusting the forms parwa.na:, sva:d, and sipahsa:la:r to comply with our
transcription system. The best approach would be to add some additional forms to our
guidelines list, teaching the model how to handle similar cases.

*7 For the complete list, see Appendix 1.



www.czasopisma.pan.pl P N www.journals.pan.pl
'
S~

REPRODUCING SECTIONS OF A RESEARCH IN THE FIELD OF INDO-IRANIAN LINGUISTICS... 105

Table 18. ChatGPT conversation, 2024-02-18

U

Transcribe the following words: Igd, aTI'I:IT, ﬁﬁ, GIYeH, H\Jﬂ a‘q‘, HBYMI, dERR,

fRatl, SR, SRR, b, THI, WRATI, TH, 919, V4, 14, WaH, UHY, HS, JTe,

T, I, TExy, HIof, &1, 31e, 91e, SR, TavR, dle, GUdR, d1e, JYTdI, e,

Jd1g, 98R, WPR, TdaR, TAPR, XAR, RINd, IR, JoaR, dEUITER,

uﬁm, ]%I'CIEW, dR, T using the list below as a transcription guide: HITdTq

bhagva:n, m dukhi:, gl damn, '{v@ bhu:khe, 3 ann, Qﬁ' bure (...), SAXAIT utarva:na:,
pirva:na:, ¥dId sva:t, ¥dlg sva:du, Uit sipahgiri:

RTed — ra:hat, AT - bega:na:, fea - dil, STEH — zakm, G'F\.Il'ﬁ\f asu:, E_CE — dard,
AP — afsa:na:, 961X — baha:r, @Trﬁ} — xi:za:, SRHAM — arma:n, SRR — a:xir,
EWTOF — phu:nk, JHI — sama:, GG — parva:na:, v — tfane, dIg — babu:, 9T —
bfa:jaa, dld — tfa:v, VIl — zaba:n, T — pa:ni:, 'J-I_S: — bfa:i:, Jqre — sa:dfo:, =
— guru;, - ba:ni:, ey - madrase, A qa:zi, ot - dino:, BTC — tha:t, dIC —
ba:t, IR — afsar, AR — gavarna:r, dIC — la:t, QWX — dafta:r, dIC — tfa:q, HITCT
— masa:la:, <l — la:la:, HdIq — sva:d, 961X — baha:r, XPR — sarka:r, UddR —
etba:r, AP — lalka:r, GYdR — darbar, farga - ria:sat, GXaIR — sarda:r, w
— subeda:r, ?‘I_E)'m — tafisila:dar, YMER — tha:ne:da:r, ﬁrqew — sipahsalar,

dl-R — va:nor, AT - sena:

Better, but it is worth noting that some of the issues tend to reappear (e.g. d in

takisila:da:r, 3 in va:nor, etc.), and some new ones appear (like zakm alongside a.xir). But
let us try a technique we have not used so far. We are going to repeat the last query several
times. At some point, we get an answer like this:

Table 19. ChatGPT conversation, 2024-02-18

8]

)%

C

RTed: ra:hat, ST bega:na:, faa: dil, $T%H: zakhm, 3fvﬂ amnsu:, E_C% dard, SHITT:
afsa:na:, dgIX: bahar, Rasir: xi:za:, 3RHM: arma:n, 3RER: a:xir, %: phu:nk, T4
sama:, UXATI: parva:na:, T tfane, d19; ba:bu:, T bfa:i:a, dId: tfa:v, WIdI: zaba:n,
T pa:ni:, ll?g: bhai:, Tqrex: sa:dfo:, I[¥: guru:, S ba:ni:, Ao madarase, A
qa:zi, fet: dino:, BIC: tha:t, dTC: ba:f, TWI: afsar, TAYAR: gavarnar, dIC: la:, TUR:
daftar, dIC: tfa:f, HYUIMl: masa:la:, IS la:la;, Hdlq: sva:d, d6IR: baharr, IRHR:
sarka:r, TddRR: etba:r, TADNR: lalka:r, GXER: darba:r, . riya:sat, 9XQIR: sardar,
ﬁéﬂﬂ: subeda:r, Tﬁm: tahsi:1da:r, YMER: tha:ne:dar, ﬁu%w; sipahsala:r,

d[-R: va:nar, T sena:

8 Exactly the same as the previous query.
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As we can see, most of the issues we were trying to eliminate have been resolved,
however, unfortunately, new ones have appeared (zakhm instead of zaxm, tha.ne:da.r
instead of #a.ne.da.r). Nevertheless, it is worth noting that the results we see now are much
better than at the very beginning.

It is probably a good moment to draw attention to an issue that is probably, at the
moment, the biggest challenge in using ChatGPT for any serious scientific research:
the lack of repeatability. McAdoo notes that “the results of a ChatGPT »chat« are not
retrievable by other readers”.* In fact, they are not even retrievable by the same user,
especially if a considerable amount of time passes between attempts. The author of the
present paper repeated the same or similar queries as described above within the span of
a few days in February 2023, which produced consistent or very similar results. However,
an attempt to reproduce the same results two months later led to complete failure.
However, at least in some cases, a minor change in query syntax, completely insignificant
from a human perspective, led to the model cooperating again.

Let us leave aside this issue now and return to our transcription challenge. An
interesting question is whether providing a different reference list could prompt ChatGPT
to use another transcription standard, e.g. one used in McGregor’s Oxford Hindi-English
Dictionary™.

Table 20. ChatGPT conversation, 2024-04-19

U | Transcribe the following words: gd, a"TF‘lT %a UIYeH, 3{@ _Q"Ef SHHAMI, deRR,
mmﬁaﬁvwwwaﬁa@ﬁmmwuﬁ@miﬁ
Jd1G, 98R, WPR, TdaR, AAPR, AR, RN, WaR, JoaR, dEHITER,
YMaR, RITgIaR, amR, 1 using the list below as a transcription guide: HITdIH
/ohagvan/, T /dukti/, G /dan/, 4 /bhikbe/ ...

C | JM8d - rahat, ST — begana, &d — dil, SEH — zakhm, Gﬁ'ﬁ— ansd, GG — dard,
WP YTl — afsana, 9@IX — bahar, ﬁ@\_rﬂ khizan, 3RHTT — armaan, MR — akhir, W
— phoonk, T — saman, TRAT — parwana, T - chane, d19 — babd, T — bhaiya, dld
— chav, VIdI — zaban, T - pani, ﬂ-lé — bhai, ey — sadho, [ — guru, T - bani,
AT — madrase, GO qazi, faAr - dinon, OIC — that, dIC — bat, I — afsar,
TR} — gavarnar, dIC — lat, QWX — daftar, dIC — chat, HYIT — masala, I — lala,
Y{dlq — swad, 98X — bahar, IRHR — sarkar, TdTR — etbar, TICIhR — lalakar, GXER —
darbar, g - riyasat, 9URGIR — sardar, ?@W — sibedar, deUIdeR — tahsildar,
YMER — thanedar, ﬁltl_éw — sipahsalar, d-X — vanar, T — sena

* Timothy McAdoo, ‘APA Style. How to cite ChatGPT’.

30 We will introduce minor changes into McGregor’s transcription, the most systemic one being marking aspiration
with Unicode superscript ' sign (U+02B0) instead of standard h, which is left to render only the glottal fricative.

3! The complete list is available in Appendix 2.



www.czasopisma.pan.pl N www.journals.pan.pl
'
~—

REPRODUCING SECTIONS OF A RESEARCH IN THE FIELD OF INDO-IRANIAN LINGUISTICS... 107

The result is not bad, although the model ignored our idea to use the special
superscript " to mark aspiration. Interestingly, this inadvertently brings the result closer to
the standard used in McGregor’s dictionary. However, there are still some forms where
the model clearly defaulted to its standard transcription system, such as: armaan, phoonk,
guru, dinon. Let us try to address this issue.

Table 21. ChatGPT conversation, 2024-04-19

U | This is exactly the same transcription as before.

C | Apologies for the oversight. Here are the corrected transcriptions: 3IRHI — araman, %

— phank, T& — gurd, f&71 - ding

Good job, ChatGPT! Let’s show mercy and refrain from commenting on the additional
vowel in *araman. The rest is perfect.

Extending the guide list or carefully choosing the forms to include could help to
eliminate most mistakes. However, 1 would argue that the current error rate is no higher
than in a human-written paper submitted for proofreading. Therefore, we may conclude that
task number 2 has been completed.

3. Reconstructing lemmata of the selected textual forms

Let us set aside pronunciation and transcription for now and focus on morphology. An
important step in analyzing the assembled corpus was identifying the lemmata, or
dictionary forms, of the words occurring in the studied texts. Let us see if ChatGPT can
assist us with this.

Table 22. ChatGPT conversation, 2024-02-24

U | Provide dictionary forms for the following nouns:

rahat, begana, dil, zakhm, ansi, dard, afsana, bahar, khiza, arman, akhir, phﬁk, sama,
parvana, cane, bab, bhaiya, cav, zaban, pani, bhai, sadho, gurii, bani, madrase, qazi,
dind, that, bat, afsar, gavranar, lat, daftar, cat, masala, 1ala, svad, bahar, sarkar, etbar,
lalkar, darbar, riyasat, sardar, stibedar, tahsildar, thanedar, sipahsalar, vanar, sena

C | Sure, here are the dictionary forms for the provided nouns:

rahat: XTed (rahat), begana: ST (begana), dil: foa (dil), zakhm: $I¥H (zakhm), ansu:
W(ansu) dard: Eé(dard) afsana: WA (afsana), bahar: I6R (bahar), khiza: @Gﬂ
(khiza), arman: 3¥HIT (arman), akhir: 3RIT (akhir), phuk: W (philk), sama: JHI
(sama), parvana: YA (parvana), cane: & (cane) — It seems like there might be a
typo here. If you meant “cane” as in sugar cane, the Hindi term is 9l (ganna), babd:

d1q (babt), bhaiya: T (bhaiya), cav: dId (cav), zaban: Sl (zaban), pani: g
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Table 22. cont.

(pani), bhar: ﬂ-n‘s‘ (bhai), sadho: qre (sadho), gurti: Y= (gurd), bani: CIEl (bani),
madrase: HGXY (madrase), qazi: ARl (qazi), dind: fet (dind), that: ST (that), bat:
dlC (bat), afsar: IR (afsar), gavranar: MTARTR (gavranar), lat: <TS (lat), daftar:
QWX (daftar), cat: dIC (cat), masala: HITAT (masala), lala: Il (1ala), svad: ¥dlq
(svad), bahar: dgIR (bahar), sarkar: XD (sarkar), etbar: SIAER (etbar), lalkar:
bR (lalkar), darbar: GXdR (darbar), riyasat: faraa (riyasat), sardar: ARalR
(sardar), subedar: w (stbedar), tahsildar: SRRSINEAR (tahsildar), thanedar:

(thanedar), sipahsalar: LIRESISIN (sipahsalar), vanar: dI-} (vanar), sena:

I (sena)

First of all, let us note that the model has trouble interpreting c as the sign for the palatal
affricate. However, what is for us far more important right now is that it seems not to
understand the term “dictionary form”. For every single word submitted, it simply repeated
it. While this approach works accidentally for many words, for some (sa@dho, madrase,
cane, dino) we expected a different response.

Since the results are not satisfactory, let us try another approach. What if we specify
that we expect the direct case singular form, instead of referring to it as a “dictionary
form”? Aditionally, let us include some more complex examples to see clearly how the
model handles the problem.

Table 23. ChatGPT conversation, 2024-02-24

U | Provide direct case singular forms for the following nouns: rahat, begana, dil, zakhm,
ansil, dard, afsana, bahar, khiza, arman, akhir, philk, sami, parvani, cane, babi,
bhaiya, cav, zaban, pani, bhai, sadho, gurii, bani, madrase, qazi, dind, that, bat, afsar,
gavranar, lat, daftar, cat, masala, lala, svad, bahar, sarkar, etbar, lalkar, darbar, riyasat,
sardar, siibedar, tahsildar, thanedar, sipahsalar, vanar, sena, vinatiya, di$ad, ghumre,
sapne, dald, batd, akha.

C | (ChatGPT produces exactly the same list as presented in Table 22)

Unfortunately, the result is the same. For all the words in the list (including the
newly added ones), the model simply repeated their form as rect. sg. Let us see now
what happens if we use the Devanagari script instead of transcription? Initially, there
was no improvement. However, after repeating the same question several times (out of
frustration, let us admit that honestly), we can finally obtain something like this:
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Table 24. ChatGPT conversation, 2024-02-24

U

provide Direct Case Singular form for the following Hindi nouns: [gd, a"TI:IT, ﬁﬁ,
1, 919, S, U, W, 9N, T, 9, Texd, Pren, &, STe, 91, SR,
AR, dic, qIR, dIc, HITI, <lell, Ydliq, deRR, PR, TddR, ¢APR, adR,

Here are the Direct Case Singular forms for the provided Hindi nouns: W Med
(rahat), ST ST (begana), IESE m(dll) OIH: STOH (zakhm), Grlﬁ Grl'ﬁ'\(ansu)
e ag (dard), 3HTAl: AP (afsana), W ERIR (bahar) Rawir: Rawit (khiza),
SRHATA: 3T (arman), SMRER: MR (akhir), W To: " (phiik), TH1: THI (sami),
URATHT: URATAT (parvana), 4 I (chane), dTd; §Tq (babu), Raea ) A (bhaiya), dId:
dId (chav), SIdM: WdlT (zaban), T o (pani), 'Hé 'Hé (bhai), et ﬂT?“[ (sadho),
= TR (guri), CIE RISl (bani), Ty AT (madrase), POl BTt (qazi), fe
T (din), 3Te: B8 (that), STE: SIC (bat), HPIR: AP (afsar), TRR: TR
(gavranar), dIC: A1S (lat), QWdR: QWX (daftar), dIC: dIC (chat), HATAT HHTCT
(masala), Tdl: Il (lala), ¥dIg: ¥Ig (svad), d8R: dgR (bahar), TRPR: DR
(sarkar), UddRR: UddRR (etbar), APR: AADR (lalkar), GXER: XA (darbar),
frarga: fRama (riyasat), GXQIR: QR (sardar), ﬁa—dﬂ H,a—d'l? (siibedar), TEIUIAGR:
SRRINER (tahsildar), YMGER: YER (thanedar), RugaaR: Rugarar (sipahsalar),
dIR: dIR (vanar), AT AT (sena), faafaat: faafa (vinatiya), fa=mail: fa=m (disag),
EEI% YHST (ghumre), 9=: U (sapne), Sal: S (dald), CISIACIG (batd), 3ffat:
3G (3khd).

As we can see, at least in some cases the model provided different forms from the

submitted ones. Incorrect rect. sg. forms were given for that and /at. It is unclear why
the non-aspirated consonant changes to an aspirated one there. The dictionary forms
provided for sadhii and ghumre are also incorrect, but they at least follow real inflection
patterns of Hindi. However, the remaining forms are inflected correctly. This is a step
forward.

If we complain to the model (“you have provided wrong direct case singular forms for
FT‘iﬁ, dlc, dIc, @:Ig”), it will immediately correct the forms for that and /at. However,

the issue of sadho and ghumye is more persistent.
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Table 25. ChatGPT conversation, 2024-02-24

U | The forms you propose for el and E\FI% belong actually to different words.

C | You are correct. I apologize for the confusion. Here are the corrected forms: el Iy

(sadh), GAS: GHST (ghumra).

As far as sadho is concerned, sadh is finally identified as the correct lemma. However,
instead of the form ghumra, consistently provided by the model, we would rather expect
ghumar in this context. Nevertheless, the mistake rate is not very high and, just as with the
transcription, we may conclude we have achieved a satisfactory level of accuracy.

4. Classifying the lemmata on the basis of their origin

The next stage of the original work was tagging the lemmata based on their origin:
native (tadbhava/tatsama) and borrowed (from what language). This is the first attempt:

Table 26. ChatGPT conversation, 2024-02-26

U | Please, classify the following Hindi words on the basis of their origin. Tag every word
as either Indian (IN), Persian/Arabic (FA/AR), English (EN), Mixed Indian and
Persian/Arabic (IN-FA/AR) or Other (O): begana, dil, zakhm, aris@, dard, afsana, bahar,
khizarh, arman, akhir, phiimk, parvana, cana, babt, bhaiya, cav, zaban, pani, bhai,
sadha, guru, bani, madrasa, qazi, din, that, bat, afsar, gavarnar, lat, daftar, cat, masala,
lala, svad, bahar, sarkar, etbar, lalkar, darvar, riyasat, sardar, stbedar, tehsildar,
thanedar, sipahsalar, vanar, sena

C | Here’s the classification of the provided Hindi words based on their origin: rahat —
FA/AR, begana — FA/AR, dil — IN, zakhm — FA/AR, amsti — FA/AR, dard — FA/AR,
afsana — FA/AR, bahar — FA/AR, khizarh — FA/AR, arman — FA/AR, akhir — FA/AR,
phumk — FA/AR, parvana — FA/AR, cana — FA/AR, babt — FA/AR, bhaiya — FA/AR,
cav — EN, zaban — FA/AR, pani — FA/AR, bhat — FA/AR, sadha — FA/AR, guru —
FA/AR, bani — FA/AR, madrasa — FA/AR, qazi — FA/AR, din — FA/AR, that — FA/AR,
bat — FA/AR, afsar — FA/AR, gavarnar — FA/AR, lat — FA/AR, daftar — FA/AR, cat —
FA/AR, masala — FA/AR, 1ala — FA/AR, svad — FA/AR, bahar — FA/AR, sarkar —
FA/AR, etbar — FA/AR, lalkar — FA/AR, darvar — FA/AR, riyasat — FA/AR, sardar —
FA/AR, siibedar — FA/AR, tehsildar — FA/AR, thanedar — FA/AR, sipahsalar — FA/AR,
vanar — FA/AR, sena — FA/AR

Key: FA/AR: Persian/Arabic, IN: Indian, EN: English, O: Other (for the unknown word)

The result is far from satisfactory. Almost all the forms were classified as Perso-Arabic,
with the only exception being dil/, which was classified as Indian, despite there being no
doubt about its Persian origin. Let us try using different wording in the input.
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Table 27. ChatGPT conversation, 2024-02-26

U

Indicate words of Persian and Arabic origin among the following Hindi words: Please,
classify the following Hindi words on the basis of their origin. Tag every word as either
Indian (IN), Persian/Arabic (FA/AR), English (EN), Mixed Indian and Persian/Arabic
(IN-FA/AR) or Other (O): begana, dil, zakhm, amsi@, dard, afsana, bahar, khizam,
arman, akhir, phiirhk, parvana, cana, babt, bhaiya, cav, zaban, pani, bhai, sadha, guru,
bani, madrasa, qazi, din, that, bat, afsar, gavarnar, lat, daftar, cat, masala, lala, svad,
bahar, sarkar, etbar, lalkar, darvar, riyasat, sardar, subedar, tehsildar, thanedar,
sipahsalar, vanar, sena.

Here are the Hindi words classified based on their origin:

Persian/Arabic (FA/AR): begana, zakhm, arhsii, dard, afsana, bahar, khizarm, arman,
akhir, phiirhk, parvana, zaban, pani, sadha, qazi, din, that, bat, afsar, gavarnar, lat, daftar,
cat, masala, lala, bahar, sarkar, etbar, lalkar, darvar, riyasat, sardar, stbedar, tehsildar,
thanedar, sipahsalar, vanar.

Indian (IN): dil, babd, bhaiya, cav, pani, bhai, guru, bani, madrasa, svad, sena.

Mixed Indian and Persian/Arabic (IN-FA/AR): cana

The outcome is different but not actually better. A random classification might yield

more reliable results. What approach could we use now? We have previously noted that
using Devanagari forms instead of transcription can influence the results. Let’s try this
method again:

Table 28. ChatGPT conversation, 2024-02-26

U

Indicate words of Persian and/or Arabic origin in the following list: aTIT'_ﬂ 1?61’ OIH,
mﬁwwmmﬁ&mwwwa@ﬁmm
SIE, U, U, ITY, R, S, Texd, Hien, i, 31e, S1e, SR, TTaR, e,
QUR, dIc, HYII, oldl, ¥dlg, delR, WXDPR, TUddR, PR, GrdR, fRamd, TReR,
JoGR, dgUIdaR, YHeR, RIUgHaR, R, 91

In the glven list, the words of Persian and/or Arabic origin are: ST (begana), SIH
(zakhm), \}ﬂﬁ (amsn), Fo1e} (dard) HWYMAT (afsana), d6IR (bahar), @Gﬂ (khizam),
SRHATM (arman), 3R (akhir), @F (phtimk), UXATAT (parvana), WIS (zaban), 3(thdX
(afsar), TTAXX (gavarnar), QWdR (daftar), HHICT (masala), <lell (1ala), XD (sarkar),
TdER (etbar), TADR (lalkar), GRER (darbar), KA (riyasat), GRGR (sardar),

(siibedar), TEUITGR (tehsildar), YTGR (thanedar), RITEITAR (sipahsalar). These

words have their origins in Persian and/or Arabic.

This looks much better, indeed. Only two Indian forms have been erroneously

classified as Perso-Arabic, ie. amsii and lalkar. The word thanedar is of mixed
Indian/Persian origin, so this is not a complete mistake. The immediate source of gavarnar
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is surely English. On the other hand, afsar, while probably ultimately of English origin**
might have been at least influenced by its Persian variant (originating from the same
source), as the Hindi pronunciation is much closer to the Persian form than to the original

English one.”

The only Perso-Arabic form the model failed to identify correctly is dil,

once again.

To further improve the output, we will now check if requiring the model to provide

precise etymologies instead of merely classifying the words has any impact.

Table 29. ChatGPT conversation, 2024-02-29

U | Please, provide etymology for the following Hindi words: S f&d, ST, 3’[@ E_CE
me&mﬁ&mwwwa@ﬂmmwwﬁ,
s, WY, T, M1, HedI, Hion, fad, 31e, §le, 3R, TR, dIC, SRR, dIC,
YT, A, JaIe, 96R, WPHR, TdaR, TAGR, RER, RN, WeR, Joor,

C | Here are the etymologies for the provided Hindi words:

ST (begana) — From Persian 4% (begang), ultimately from Middle Persian. It means

“stranger” or “unrelated.”

fad (dil) — From Persian J(dil), ultimately from Middle Persian. It means “heart.”

OI¥H (zakhm) — From Persian #3) (zakhm), ultimately from Middle Persian. It means

“wound.”

Gﬁﬁ(énsﬁ) — From Sanskrit 34 (asru). It means “tear” (as in crying).

L1} (dard) — From Persian 2,2 (dard). It means “pain” or “ache.”

YT (afsana) — From Arabic 4Ll (afsana). It means “story” or “tale.”

d8R (bahar) — From Persian Ul (bahar). It means “spring” (the season).

m (khizan) — From Persian ¢) % (khizan). It means “autumn” or “fall” (the season).

3{XHTT (armaan) — From Persian ¢k} (arman). It means “desire” or “wish.”

&T@T (akhir) — From Arabic Al (akhir). It means “end” or “finally.”

W (phtink) — From Sanskrit W (punka). It means “blow” or “puft” (as in blowing air).

URAMT (parvana) — From Persian 43 5.z (parvana). It means “moth.”

AT (chana) — From Sanskrit 9UId (chanaka). It means “gram” or “chickpea.”

d1q (babi) — From Persian L (baba), a term of endearment. It means “father” or “sir.”
(bhayya) — From Sanskrit HIq (bhratr). It means “brother.”

9 (chav) — From Sanskrit IId (chava). It means “taste” or “flavor.”

VIdTH (zaban) — From Persian ¢l (zaban). It means “language” or “tongue.”

qr (pani) — From Sanskrit g (paniya). It means “water.”

q-I_sc (bhai) — From Sanskrit HIq (bhratr). It means “brother.”

HTY (sadh) — From Sanskrit HTY (sadhu). It means “saint” or “virtuous person.”

TR (gura) — From Sanskrit ¥ (guru). It means “teacher” or “spiritual guide.”

32 McGregor, Oxford Hindi-English Dictionary, p. 45.
33 See asfar, Hassan Amid, Farhang-i Amid, Tehran 1373 SH, p. 174.
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Table 29. cont.

C | S (bani) — From Sanskrit qroft (vani). It means “speech” or “voice.”
HaHM (madrasd) — From Arabic 4w, (madrasa). It means “school” or “educational
institution.”
POt (qazi) — From Arabic =4 (qadi). It means “judge.”
(din) — From Sanskrit faa (dina). It means “day.”
OIC (that) — Uncertain, possibly derived from Sanskrit.
dIc (bat) — Uncertain, possibly derived from Sanskrit.
3P IR (afsar) — From Persian 4! (afsar). It means “officer.”
T[dR-R (gavarnar) — From English “governor.”
ol (lat) — Uncertain, possibly derived from Sanskrit.
QWX (daftar) — From Persian > (daftar). It means “office” or “register.”
dIC (chat) — Uncertain, possibly derived from Sanskrit.
HYTT (masala) — From Arabic = (mash). It means “spice” or “seasoning.”
oIdll (1ala) — From Persian 1Y (1al3). It means “tulip” or “darling.”
Y4l (svad) — From Sanskrit ¥dTg (svadu). It means “taste” or “flavor.”
§8R (bahar) — From Persian Ul (bahar). It means “spring” (the season).
XD (sarkar) — From Persian J\S s (sarkar). It means “government” or “authority.”
UddR (etbar) — From Persian Jlie! (etbar). It means “trust” or “belief.”
IfP IR (lalkar) — From Sanskrit e X (lalkar). It means “cry” or “shout.”
aXdR (darbar) — From Persian _b)2 (darbar). It means “royal court” or “palace.”
fara (riyasat) — From Persian <\ (riyasat). It means “state” or “kingdom.”
QR (sardar) — From Persian Ll (sardar). It means “leader” or “chief.”
ﬁa—dﬁ (stbedar) — From Persian L)au s (siibedar). It means “subordinate officer|[”]

Let us assess the provided etymologies now.

Table 30. Etymology assessment

Original form Actual
+ ChatGPT transcrintion ChatGPT etymology Actual etymology
transcription P
ST (begana) |begana Persian 4%x (begang) correct™
fed (di dil Persian J> (dil) correct™
OI%H (zakhm) zaxm Persian a3 (zakhm) correct™®

 Francis Joseph Steingass, 4 Comprehensive Persian-English Dictionary, Including the Arabic Words and
Phrases to be Met with in Persian Literature, London 1892, p. 223.

% Ibidem, p. 530.

36 Tbidem, p. 611.
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Table 30. cont.
Original form Actual
+ ChatGPT transcrintion ChatGPT etymology Actual etymology
transcription P

311 (ansi) ast Sanskrit 3 (asru) correct’’

T (dard) dard Persian 2,2 (dard) correct™

ST (afsana) | afsana Arabic 4ludl (afsana) Persian < Middle Persian
afsanag”

¥R (bahar) bahar Persian Ll (bahar) correct®

Rl (khizan) ~ |xiza Persian ()% (khizan) correct, originally probably
from Bactrian®'

SRHTT (armaan) |arman Persian ole_l (arman) correct™

3MRER (akhir) axir Arabic A (akhir) correct™

% (phank) | phark Sanskrit Yo (piinka) Indian, indeed, but the
immediate source is rather
Pk. phurinka®

URATT (parvana) |parvana Persian 4 5 (parvana) correct®

T (chana) cana Sanskrit IUI (chanaka) The Sanskrit protoform is
cana®

919 (babii) babi Persian L (baba) correct’”’

37 See Ralph Lilley Turner, 4 Comparative Dictionary of Indo-Aryan Languages, London 1966, p. 40.
58 Steingass, A Comprehensive Persian-English Dictionary, p. 510.

% 1t occurs in the title of the lost Middle Persian text Hazar Afsanag, see Werner Sundermann, “Belles
Lettres i. Sasanian Iran”, Encyclopeedia Iranica, online edition, 2006, Viewed 03 January 2024,

<https://www.iranicaonline.org/articles/belles-lettres-sasanian-iran>.
8 Steingass, A Comprehensive Persian-English Dictionary, p. 209.

6! Mahmud Ja’fari Dehaqi, Amir Omad-od-Din Sadri, ‘Wam-wazeha-ye balxi dar parsi-ye nou’, Zaban-Senaxt 2/2

(1390 SH), p. 7.

52 Steingass, A Comprehensive Persian-English Dictionary, p. 39.

5 Ibidem, p. 25.

5 Turner, A Comparative Dictionary of Indo-Aryan Languages, p. 512.
5 Steingass, A Comprehensive Persian-English Dictionary, p. 245.
5 Turner, A Comparative Dictionary of Indo-Aryan Languages, p. 248.
57 Steingass, A Comprehensive Persian-English Dictionary, p. 135.
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Table 30. cont.

Original form Actual
+ ChatGPT transcrintion ChatGPT etymology Actual etymology
transcription P

T (bhayya) bhaiyya Sanskrit YTq (bhratr) correct®®

dTd (chav) cav Sanskrit T (chava) Indian, but the original Old
Indian source is rather like
cah®

OIdT (zaban) zaban Persian ) (zaban) correct”

Ut (pani) pant Sanskrit U (paniya) correct”'

g (bhai) bhai Sanskrit YT (bhratr) correct”

1Y (sadh) sadh Sanskrit HTY (sadhu) possibly correct, Turner
gives two options, the other
being $raddha’

TR (gura) gurl Sanskrit T[® (guru) correct; guril as variant of
guru’ shares the same
etymology”

T (bani) bani Sanskrit dT0fT (vani) correct”®

H&IAT (madrasa) | madrasa Arabic 4w )2 (madrasa) correct’’

A (qazi) qazi Arabic = (qadi) correct’®

S Turner, A Comparative Dictionary of Indo-Aryan Languages, p. 552.

% Ibidem, p. 259.

7 Steingass, A Comprehensive Persian-English Dictionary, p. 608.

™ Turner, A Comparative Dictionary of Indo-Aryan Languages, p. 456.

"2 Ibidem, p. 552.

7 Ibidem, p. 736.

™ Caturvedi, 4 Practical Hindi-English Dictionary, p. 180.

75 See McGregor, Oxford Hindi-English Dictionary, p. 271 and Turner, 4 Comparative Dictionary of Indo-Aryan
Languages, p. 226.

78 Das, Hindi Sabdsagar, p. 3456; Turner, A Comparative Dictionary of Indo-Aryan Languages, p. 670.

"7 Steingass, A Comprehensive Persian-English Dictionary, p. 1201.

78 Ibidem, p. 948.
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Table 30. cont.
Original form Actual
+ ChatGPT o ChatGPT etymology Actual etymology
o . transcription
transcription
& (din) din Sanskrit f& (dina) correct”
BIC (that) that Uncertain, possibly derived | Sanskrit thattha®
from Sanskrit.
dTc (bat) bat Uncertain, possibly derived | Sanskrit vartman®
from Sanskrit.
3R (afsar) afsar Persian L~ (afsar) correct™
T[ARR (gavarnar)| gavarnar english “governor” seems obviously correct, as
the word follows
pronunciation od the English
governor.
ol (1at) lat Uncertain, possibly derived |From English lord® possibly
from Sanskrit. via other North Indian
language
QU (daftar) daftar Persian 3 (daftar) correct, as the immediate
source must have been
Persian indeed. However,
utlimately the word may be
traced to Ancient Greek
SupBépa “hide”, whence it
came into Aramaic and then
Arabic.™
TIC (chat) cat Uncertain, possibly derived |S. catt™
from Sanskrit.

" Turner, A Comparative Dictionary of Indo-Aryan Languages, p. 362.

8 Tbidem, p. 347.

8! Tbidem, p. 663.

82 Amid, Farhang-i Amid, p. 174.

8 McGregor, Oxford Hindi-English Dictionary, p. 891.

8 Bernard Lewis, ‘Daftar’, in: P. Bearman (ed.), Encyclopaedia of Islam New Edition Online (EI-2 English), Brill,
https://doi.org/10.1163/1573-3912 islam COM 0145.

% Turner, A Comparative Dictionary of Indo-Aryan Languages, p. 248.
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Table 30. cont.
Original form Actual
+ ChatGPT .. ChatGPT etymology Actual etymology
o . transcription
transcription

YTl (masala) |masala Arabic g (mash) Arabic, but different word:
masalih®®

Tl (1ala) lala Persian 41¥ (1ala) Probably correct, though the
Persian form is incorrect
(should be YY not 41¥)*’

{dlq (svad) svad Sanskrit ¥dTg (svadu) Borrowed from  Sanskrit
svada®™

AP (sarkar) |sarkar Persian LS - (sarkar) correct®

UddR (etbar) etbar Persian _lie! (etbar) Arabic via Persian™

TAPR (lalkar) |lalkar Sanskrit ehRR (lalkar) Different form — Sanskrit
lallakka™

GV (darbar) |darbar Persian _b_» (darbar) correct”

g (riyasat) |riyasat Persian <l (riyasat) Arabic via Persian”

TGN (sardar) |sardar Persian Ll (sardar) correct’™

@ER (stibedar) |stibedar Persian Ll s« (stibedar) actually L\ s, Arabic siiba

+ Persian suffix -dar”

8 McGregor, Oxford Hindi-English Dictionary, p. 797.
87 See ibidem, p. 893 and Steingass, 4 Comprehensive Persian-English Dictionary, p. 1112.
8 Turner, A Comparative Dictionary of Indo-Aryan Languages, p. 805.
% Amid, Farhang-i Amid, p. 733.
% Steingass, A Comprehensive Persian-English Dictionary, p. 72.

°! Turner, A Comparative Dictionary of Indo-Aryan Languages, p. 637.
%2 Steingass, A Comprehensive Persian-English Dictionary, p. 508.

% Ibidem, p. 600.
4 Ibidem, p. 673.
% Ibidem, p. 795.
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Of the 42 forms in question, the etymology provided by ChatGPT for 27 of them can
be deemed correct, including, finally, the form dil. Nine more forms are correctly
classified as Indian, even though the provided protoform is not correct or, in one case, the
etymology is objectively unclear. One form (sizbedar) is classified as Persian, which is not
entirely wrong, as it contains both Arabic and Persian elements. In other words, the source
language was indicated correctly in 37 out of 42 cases, even though protoforms were
sometimes incorrect.

Unfortunately, further analysis, like that conducted in the original study, s impossible
due to the current restrictions on ChatGPT’s input and output (2049 characters). This
limitation is far below what is needed for any meaningful statistical analysis.

5. Other models

Of course, the free ChatGPT 3.5 is not the only general Al model available. When this
article was nearly finished, on May 14, 2024, OpenAl made its more advanced model,
GPT-4, available for free with a limited quota. Other tools also exist, some of which are
dedicated to supporting academic research. Most of these are tools specialized for
particular applications; for example, Scholarcy is designed for extracting critical
information from scientific texts, while Consensus gathers information from various
published materials. General models are available, too (e.g. Scite.ai). Comparing the
performance of all these models with GPT-3.5 in detail would certainly be interesting, but
it would also turn this paper into a book. To provide at least a limited comparison, we will
test the performance of two additional models — GPT-4 and Scite.ai — on one of the tasks:
identifying nominal lexems in a text (see point 1 above).

5.1. ChatGPT-4

Table 31. ChatGPT-4 conversation, 2024-08-14

U | Please, indicate nouns in the following Hindi text:
(...)—see Table 1

C | Here are the nouns in the given Hindi text:
g (Deewana)
RTgd (Rahat)
ST (Begana)
(Dil)

GIeH (Zakhm)
Gfﬁ(Aansu)

(Dard)
S ATT (Afsana)
dER (Bahaar)
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Table 31.

cont.

f@\_rﬁl (Khizaan)
fad (oil)

SXHT (Armaan)
THi (Sama)
ddIU (Balaayein)
URATAT (Parwana)

As we can see, GPT-4 performs much better out of the box. It identified all the nouns
except for o phirik “blowing, breath”. On the other hand, there are no false indications.

5.2. Scite.ai

Table 32. Scite.ai conversation, 2024-08-14
U Please, indicate nouns in the following Hindi text:
(...)—see Table 1
Scite.ai | The text provided contains a mix of nouns, verbs, adjectives, and pronouns. To

identify the nouns in the text accurately, we need to consider the words that
represent people, places, things, or ideas. Here is a breakdown of the nouns in
the given Hindi text:

1. ® (Hey)
2. glar (Crazy/Passionate)
3. T8 (Relief)
4.7 ()
5. ST (Stranger)
6. fad (Heart)
7. 59 (How)
8. 98013 (Console)
9. VIH (Wound)
10. T8 (Whom)
11. \’{‘nﬁ(Tears)
12. g’ﬂ% (Laughing)
13. G (Pain)
14. ¥RT (Filled)
15. 3T (Story)
16. 3Tt (Arrived)
17. deRR (Spring)
18. %Gﬁl (Autumn)
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cont.

U

Please, indicate nouns in the following Hindi text:
(...)—see Table I

19. 3{RHT (Desire)
20. %TI:[ (Surprised)
21. 3RS (Finally)
22. 3Tdl& (Populated)
23. faRmT (Desolate)
24. YT (Wounded)
25.dH (You)

26. X (Far)

27. %% (Blown)

28. X (Helpless)
29. THHT (O Time)
30. §QTC (Invitations)
31. TRAMT (Moth)

These are the nouns present in the provided Hindi text. Each of these words
represents a person, place, thing, or idea, making them nouns in the context of the

text.

As we can see, the outcome is not significantly better than the results achieved by
GPT-3.5 and is much worse than GPT-4. Scite.ai identified correctly many nouns but

also included some pronouns, verb forms, etc. in the list.

Another intriguing idea would be to assess ChatGPT’s performance on a similar task
using texts in languages other than Hindi. As with testing other models, conducting
a complete experiment in one or more different languages is far beyond the scope of this
paper. However, even a limited test can be valuable. Therefore, we will test the ability of
GPT-3.5 to transcribe similar texts (task two in the original study) in two other

6. Other languages

languages using traditionally non-Latin orthographies.
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6.1. Transcription of a Japanese song’®

Japanese uses a challenging mix of logograms of Chinese origin (kanji), two syllabaries
(hiragana and katakana) and occasionally the Latin alphabet. While hiragana and katakana
are unambiguous’’, the kanji characters usually have more than one reading (typically
between 2 and 4, though some may have more than 10, e.g. 1T: kou, gyou, an, i.ku, yu.ku,
-yu.ki, -yuki, -i.ki, -iki, okona.u, yasu, nami, name, tsura, michi, taka’®). The choice of
a particular reading depends on a lot of factors, including the specific word in which the
character is used (and its origin), whether it is a personal name, etc.

We will encourage the model to provide a Latin alphabet transcription for the song
EZERIIHDEM D Shiawase-wa ano sora-kara “Happines [comes] from this sky” by
Haruo Oka (actually Tatsuo Sasaki).”

Table 33. ChatGPT conversation, 2024-08-15

U | Provide transcription in Latin alphabet for the following Japanese song:

BHEOILARK
VEYRTELELS

MLz FmLsIc
VDEYRIATRTELLS
PHATDL HOLTHA

ELabhE OBLLT BLLT
KBKD KDHEKDZEKD KBH&K
ZEE HOHEHLL

NMind PoTES E£b&

HOEORNHE%E
ToEMHUELLD

BELAZ ZOHZE
ZoEINETHUVEL &S
PHATHSD ATZD

LA EHNRNT EHNMRT
kBHkKD XKDHKDHEKDH XKD
EEE HOEHLDL

Mind PoTEKD Fb&

% T would like to express my gratitude to prof. Tomasz Majtczak from the Department of Japanese Studies,
Jagiellonian University, Cracow, Poland for his precious remarks on the two unusual readings of two Japanese forms
(see below).

°7 With only minor inconsistencies resulting from historical factors, such as writing the subject particle wa as &
<ha>.

%8 Jack Halpern (ed.), The Kodansha Kanji Learner’s Dictionary, Tokyo-New York-London 1999, p. 69.

% The text of the song has been established based on the webpages https:/www.uta-net.com/song/108419/ and
https://utaten.com/lyric/yc19091806/, confronting them with available recordings.


https://www.uta-net.com/song/108419/
https://utaten.com/lyric/yc19091806/
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Table 33. cont.

BuHzEELNT
CoéBFEBELLSD

ELHE IELAE
Co¢MATHEBELLD
PNTES =EIC
RiEANME b5 bEolE
kBHED FKDHEDZED EBH&
EEE LWOOBRITH
MEbd PoTESD E£5&

C | Here is the transcription of the Japanese song into the Latin alphabet:

Tasogare no namiki ji

Hitori mite mashou

Samishisa ni koishisa ni

Hitori madobe de mite mashou
Yagate tsuku machi no hi ga
Kurai kokoro o terashite terashite
Kuru kuru kuru kuru yo
Koufuku wa ano machi kara
Kanarazu yatte kuru kuru yo

Ano koro no omoide o

Sotto yobimashou

Sugishi hi o yume no hi o

Sotto kogoede yobimashou
Yagate deru tsuki sae mo

Itoshi omokage ukabete ukabete
Kuru kuru kuru kuru yo
Koufuku wa ano sora kara
Kanarazu yatte kuru kuru yo

Omoide o dakishimete

Jitto machimashou

Kurushimi mo kanashimi mo

Jitto taete machimashou

Yagate kuru koufuku ni

Namida nanka wa osaraba osaraba
Kuru kuru kuru kuru yo

Koufuku wa itsu no hi ni ka
Kanarazu yatte kuru kuru yo
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The result is quite impressive. In fact, only two words were transcribed
inaccurately: £48 which is clearly pronounced shiawase in the recordings, not
koufuku (both meaning “happiness™'®) and it X T which is sung koraete, while
dictionaries do not support this reading, unanimously reading it faete (te-form of the
verb taeru). Again, both koraeru (normally written 3£ % %) and Mt 2 % taeru have
similar meanings revolving around “to bear, to stand, to endure, etc.”’”” What we must
emphasize here is that both cases where the model failed involve very atypical
readings, especially koraete’”. Such non-standard readings (especially when
additionally clarified by furigana, i.e. phonetic reading guide above or beside the
characters) is in fact part of the tradition of the Japanese script and may sometime be
used to achieve specific results.'”

Another thing worth noting is the consistency of the transcription. In general, this is
a big contrast to Hindi, especially if we consider the fact that the Devanagari script
phonetic in principle.

6.2. Transcription of a Persian song

Modern Persian uses the Arabic alphabet with several additional letters. It is
a semi-consonantal script, meaning that only some vowels are written in standard
situations. This poses a significant challenge for the model, especially since one of the
unwritten elements, the ezafe marker -e, is an extremely important morphological
feature.'™

We will use as an example the song s Amadam “I came” by Delkash (actually
Esmat Bagerpur Baboli).'”

1% Robert M.V. Collick, Kenkyusha's New Collegiate Japanese-English Dictionary, Tokyd 1983, pp. 418,497.

1" Ibidem, pp. 450 & 743.

12 1 the case of 348 read as shiawase, there are some precedents, see e.g. the movie title 48 DR A v F
Shiawase no suitchi https://www.imdb.com/title/tt0872018/.

1% See e.g., Tomasz Majtczak, ‘Translating the Untranslatable: A Yiddish Text in Japanese Rendering’, Studia
Linguistica Universitatis lagellonicae Cracoviensis 136 (2019), p. 305ff.

1% To put it short, ezafe in Modern Persian is a construction consisting of the head (often a noun) and a modifier
(another noun, an adjective, etc.). The marker of the construction is -e after consonants (unwritten) and -ye after vowels
(mostly written). Identifying places where ezafe is proves crucial to understanding of any Persian text — see Ann K.S.
Lambton, Persian Grammar, Cambridge 1960, p. 9, 20.

1% The text was established based on the https://www.musixmatch.com/lyrics/Delkash/Amadam website checked
against available recordings.
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Table 34. ChatGPT conversation, 2024-08-15

U | provide transcription for the following Persian text:
<& JLLES\ ..\.Ij B 4S8 ce.\xj SeJ.Ai
S OES e pawas (sl (sl
k_iu = ) e c‘;muiu.l ?*"‘“ a sA_IJ.‘; U:." B c?l..adb =
oA 25l An el R dn «Cug) G el
O pdiu A 5 Bl ) ¢e paidy 354 o 4
LM Sl s el s ciidha g
I8 R le) s> i Sl
pisd e 5 L
Gl 2 jA llay jaila
Gl Dlay culd g ) Qi
Gl 2 (il p
Gl Ll cCuna ) ("‘E
Gl A caadia 4y, LK
56k ) caldtn U (e a4 K inss Jo ol
Sty s el D el sd o (e cpila 555)) )

C | Here is the transcription of the Persian text you provided:

Amadam, amadam, ke sar dyad entezar-e to

Amadi, amadi, ke bemiram dar kenar-e to

Mi danestam, dar In khalvat, be omidam benshaste, shodei bi tab
Ari daram, shauq-e rilyat, che bekhabam, che nabashad khwab
Be ’ahd-e khod pabandam man, ze ’eshq-e to khorsandam man
Be damanat sar begzaram, jiir-e zaman gar begzarad

Bim-e raqib gar barkhizad, jur-e zaman gar begzarad

Ba to sarkhosham

Janam ze vesalat, khorsand ast

Bakhtam ze vofayat, bidar ast

Bar lab be negahat, labkhand ast

Qalb-am ze mohabbat, sar shar ast

Gol ba riiyat be cheshmam, khar ast

Joz 1n del shekaste, gu che daram man, ta bifshanam, zir pay-e to
Ey arezu-ye jan-am, man nami khaham, joz vofa-ye to, joz vofa-ye to

The result is not bad, although it does have several imperfections, including some
systemic ones. First of all, the model distinguishes between long and short vowels, while
the quantity opposition in Modern New Persian is disputable at best.'”® Traditionally, the
symbols a and a (or @) are often used in transcription, but not as markers of length
difference. The former represents a front vowel, while the latter is a back one, also a bit
lower. Even if we agree to mark the historical vowel length in transcription, it should be

1% Andrzej Pisowicz, Origins of the New and Middle Persian Phonological Systems, Krakow 1985.


https://www.imdb.com/title/tt0872018/
https://www.musixmatch.com/lyrics/Delkash/Amadam
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done consistently. For example, we should either write shodei and amadr or better shodei
and amadi, but not shoder and amadi, as the final sound in both cases is the same
(historically long) vowel. Similarly either riyat and giz or better ruyat and gu, but not
rityat beside gu.

Apart from that, enclitic pronouns are written both attached to the proceeding
word (e.g. riyat) and with a hyphen (e.g. jan-am). The form *benshaste should be
corrected to beneshasti. The phrase ze ‘eshg should be written z-eshq, in accordance
with the pronunciatinon audible in recordings. *Khwab should be corrected to khab
(The former is an archaism, as it reflects the labialisation which was there in the Early
New Persian, but not in the middle of the 20th century). The reading *vofayat is
incorrect. It should be ammended to vafayat, while *bifshanam should be changed to
bi-afshanam and *nami khaham to nemi-khaham (or better: nemi-khaham). However,
what is quite remarkable is that the model correctly identified most of the ezafe
phrases in the text, failing to notice only one in the penultimate verse (it should be zir-
e pay-e to instead of *zir pay-e to).

In general, despite several problems, the provided transcription is understandable, and
all the words and most grammatical forms (except benshaste) are correctly identified. On
the other hand, inconsistancies and mistakes in the transcription of the Persian text make
us evaluate its performance at this task as closer to the results achieved in the case of Hindi
than in the case of the Japanese text.

Conclusion

The experiment described in the present paper has shown that it is practically possible
to obtain from ChatGPT results with a relatively low percentage of errors in performing the
following tasks:

i. identifying nouns in a Hindi text;
ii. providing satisfactory phonological transcription for a list of words, complying with

a chosen system,;

iii. reconstructing lemmata of selected forms;
iv. classifying these lemmata based on their origin.

However, practically none of these results was achieved out of the box. All required
a lot of additional effort. Moreover, the quality of the results often depended on secondary
or even unrelated factors, such as specific wording, syntax of the query, and the use of
original script versus transcription. In other words, we cannot rely on the model to perform
these tasks reliably; we need to know a priori what the answer should be.


https://www.imdb.com/title/tt0872018/
https://www.musixmatch.com/lyrics/Delkash/Amadam
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Another significant issue is the questionable repeatability of the results. While
submitting identical queries within a few days generally led to similar (and sometimes
even identical) results, a longer interval resulted in significantly different behaviour of the
model. This is a well-known problem.'”’

Among the factors that influence ChatGPT’s answers, we should particularly consider
those that we are unable to control, such as the random component or updates to the
training set by the model administrators. Randomness is an inherent element of models
like ChatGPT, as the text they generate is based on probability patterns derived from the
training data, i.e., the texts used to train the model.'® While some models may allow
adjusting the level of randomness (the “temperature” parameter) it cannot be eliminated
altogether (Ibid.)

Another issue that reduces the usability of ChatGPT for research is the limited quota
for user queries.

Apart from that, there are clear differences in the model’s ‘competence’ in various
languages. Most probably, this is related to the proportion of materials in particular
languages included in the GPT’s training sets. The Japanese text transcription was
notably the best, despite the challenge of identifying the readings of every single kanji
character. Persian suffered from some problems and the transcription was inconsistent.
The initially provided transcription of the Hindi text was fairly consistent but not
satisfactory from a scientific perspective, as it did not capture several phenomena
important from the point of view of the Hindi phonological system.

Still, let us bear in mind that general models are still a very recent development. Even
ChatGPT cannot predict their evolution in the coming decades. The progress since the
Eliza program of 1966 is astounding. While Eliza simulated participation in a dialogue and
did not aim at actually solving any problems, ChatGPT provides answers and solutions
even if only some of them are usable. It is worth noting that even a very limited
comparison of ChatGPT-3.5 and ChatGPT-4 performance shows significant progress
between these two versions.

We will end our considerations with one last question to ChatGPT. While poetry is not
particularly significant for the results of our study, the sole fact that the model was able to
create the text presented below is really impressive:

197 Suzanne Fergus, Michelle Botha, Mehrnoosh Ostovar, ‘Evaluating Academic Answers Generated Using
ChatGPT’, Journal of Chemical Education 100 (2023), p. 1674.

1% Fabio Motoki et al., ‘More human than human: measuring ChatGPT political bias’, Public Choice 198 (2024),
pp. 3-23, https://doi.org/10.1007/s11127-023-01097-2.


https://doi.org/10.1007/s11127-023-01097-2
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Table 35. ChatGPT conversation, 2024-04-15

U | Can you write a short poem in Persian about Persian and Arabic loanwords in Hindi?

C o 50 ad (43l 523 50 50
Ol (S e 5 (el
dalddard o lla o 4K ja
u\a L;LA.JS}:\;\ Liza Lg\.%di}:\,:\

aidaal 33 e 5 el b K
Ol ) Ll ) (g4 i )

Ol oAl ja liuly G adaal s
Ol b e s 5 ¢ Saad Gl o

Probably a translation could be of use at least for some of the readers...

Table 36. ChatGPT conversation, 2024-04-15

U | translate this poem to English and Hindi

C | Here is the translation of the poem into English and Hindi:

English:

In the melody of Hindi, intertwined with love,
Persian and Arabic, an endless friendship.
Each word a story, each note a reason,

Bonds of meaning, bonds of soul.

The rose of Persian language, infused with the scent of Arabic,
In Hindji, all languages dance.

Every moment a story, every word a melody,

In this unity, friendship finds its end.

Hindi:

ffd & RS 8, 79 I IA9 gU,
JREY 3R 3R, U e gt |
B eg Ub b, B AIC Uh BRI,
31} & S, 3T &b S|

R HTNT & T[aTd, 3Ra! D1 Y & 1Y qaTad,
fet o, Tt wromd J et |

&R IS Ueh DI, B Uk Ueb WM,

Y UHAT H, IR 3O 3fd gadl ¢

The epoch of Chatgpt-name is coming...
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Appendix 1

Supplementary transcription guide (IPA-style variant)

HITdT — bragva:n
3l - duk®i:
QI —dan

@ — bru:khe
3 — ann

. @ — bure

. d&dl — badla:
YT - bhala:
<l —da:s
ARl — varda:n
. ARG — la:kh
s bamsi:

. A — na:tf

H — man

. WX — svar

. Ty - big
e prem
< gi't

. dc —tat

. dId - ba:t

>d - rut

. IMTeT — gal

. OT—ramg

. 3ﬁ@ —akh

. X —ras

. Sl —da:l

. dd — latfak

. Uld — pa:t

. dgd — lahak

. B —phul
HED — mahak
. JcTHT - balma:
. &l — Kali:

. I9d — tfamtfal
. U —rup

. _Q'T&FT — da:mani

.4 . .~
— Vinatiya:

40.
41.
42.
43.
44.
45.
46.
47.
48.
49.
50.
51.
52.
53.
54.
55.
56.
57.
58.
59.
60.
61.
62.
63.
64.
65.
66.
67.
68.
69.
70.
71.
72.
73.
74.
75.
76.
77.
78.

T — lagan
T - savere
¥Y - rup
Tlg - tfa.d
HY — mann
DT — bekali:
d¥gal} — tarahda:r
f&erea - dilruba:
QUGR - dilda:r
fada - tfitvan
IR —yarr
¢IR@T — dhoka:
HIR — ayyar
3Tl — a:kho
Wilg — dza:du:
| - ba:td
M - Sola:
IRIPT — tfarka:
AR — mor
Sita — dzi:van
ST - t/razya:
fe=maft - disa:o
AW - rimdstim
XS — ra:d3
d - ban
a0 - da:ld
IR - $or
d —tan
3G — a:namd
@H@ — ghumare
UTAT - bha:ve
dlad — ba:dal
i - moti:
:ﬁ'_c{ —ni:md
qu+ - sapne
fRIdER - tittfor
— sita:ro
HMH - ma:n
Al - ra:td

79

80.
81.
82.
83.
84.
85.
86.
87.
88.
89.
90.
91.
92.
93.
94.
95.
96.
917.
98.
99.
100.
101.
102.
103.
104.
105.
106.
107.
108.
109.
110.
111.
112.
113.
114.
115.
116.
117.

Ug_(“ﬁ —phu:ld
¥ - xusbu:
Hicr! - kaliyd
Iﬁ%@ﬂ — mohabbat
aRI - ta:rd
%%Tf — tfehra:
X[d —ra:t
{7 — din
faetl - dilo
STHTT — zama:na:
X[SIT - ra:dza:
PIad - koyal
Gl - khetd
A - dzava:ni:
A - ra:ni:
R — dhicr
- riya:
3RY - ari:
W — tfunriya:

— nazariya:
33T — ambua:
3le - ot
Jg7 - saiya:
3ffaar - akhiya:
bl — ka:dzal
Y — dhara:
SRIRT - i$a:ra:
e - dzoban
T~ ret
HIdT — ma:ta:
RO — tfarand

— umriya:
TR - nagariya:
T — gagan

— sona:

3refar - atariya:
YeHd — rahmat
AR - badriya:
Uig - pa:v
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118. TGl — va:dd 161. IId- - sa:van 204, PX — kar

119. ST - dagariya: 162. fasTelt — bidsli: 205. S — dzogin
120. YTH — dra:m 163. dICHH — ba:lam 206. HId — bhragat
121. Tma}ffgari:bf) 164. Ud- — pavan 207. PHY — kamar
122. GR - dvar 165. fEa®Id - hitfkole 208. §ST - bera:

123. 9 - naind 166. DTN — ka:ga: 209. W—samgra:m
124. amfnaina: 167. 1:ﬁfpi: 210. %Tqﬁfhimmat
125. <IN - la:d3 168. F&H — sandes 211. PTH - ka:m
126. ARY - ma:ri: 169. BH-BH — tram-t'am 212. Sid - dzi:t

127. Yid - pri:t 170. @R — gulsan 213. G - da:m
128. iﬂ?fghﬁ:gha[ 171. él?ﬁfhﬁsi: 214. Gﬂ?ffd3a:te
129. §cTHdT - balamva: 172. ﬁgﬁfxus'i: 215. (_'ﬁ'qftop

130. 8R - harr 173. TH - gam 216. TR - tir

131. T —tu:famn 174. 9ISl —sa:z 217. deldR — talva:r
132. . YT — pra:n, 175. TGN — awva:z 218. dlal — va:da:
133. 9 - nas 176. U< — pat 219. 3fAT - ratiya:
134. AR - xuma:r 177. To41 - piya: 220. fSR@T - biraha:
135. 4R - nizr 178. UC — ghat 221. WEHR — xudkusi:
136. YIS — hathi:le 179. &4 — batfan 222. SCSIH - ilzaim
137. 47 - naiya: 180. Y9 — dhan 223. @ - gala:

138. YR — bhavar 181. TR — garab 224. X - dast

139. UR - parr 182. A — mol 225. T — tfouri:
140. BR — tfhore 183. HEW — mahal 226. BIC — ti:mte
141. TTeR — gali: 184. Hf&R — mamdir 227. T — $ole

142. B - tfvori: 185. f&a1 - diya: 228. JH - zulm
143. T - roz 186. 3{IY —a:san 229. Wfkarava[é
144. HellhTd — mula:qa:t 187. YR — ghar 230. Sdl - dzu:ta:
145. WUR — pyar 188. l;ﬂﬁ'ﬁ[—pri:tam 231. Ydd - patlu:n
146. S&TS — d3udai: 189. & — kal 232. W - sar

147. Al - tfa:dni: 190. T - prabtu: 233. Ut - topi:

148. S/1 - dziya: 191. §R - barr 234. ISP — sarak
149, TSTS — lagai: 192. SfaaT — batiya: 235. AT siina:
150. GBT8 — duhai: 193. ST - dzag 236. TR — mamzil
151. SfRaEl - a:khiys 194. T - maina: 237. GRAT - dariya:
152. a@%—tfehre 195. DI — ka:nan 238. fHTR — kina:re
153. 8T - gussa: 196. Fq:ﬁ—sapnﬁ 239. X6 —ra:h

154. m—safa:i: 197. ET?ﬁ—ha:t"c”) 240. dd- — vatan
155. TS1 — ghari: 198. &7 — kamgan 241. HEMI - kahamni:
156. & - ba:te 199. aﬁfpairf) 242. HId - maut
157. PYUH — gasam 200. UTId — patyal 243. AR - nisa:ni:
158. d9U- — batfpan 201. "T@[—gale 244. ?T@f—ra:dge
159. 9Iq — ya:d 202. W—simga:r 245. SIPaR —

160. ¥H-FH — rum-d3ztum 203. IRY - sak®i ra:dzkunva:r



246.
247.
248.
249.
250.
251.
252.
253.
254.
255.
256.
257.
258.
259.
260.
261.
262.
263.
264.
265. 49l
266.
267.
268.
269.
270.
271.
272.
273.
274.
275.
276.
277.
278.
279.
280.
281.
282.
283.
284.
285.
286.
287.
288.
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TEWIIC — $ahza:de 289. foreqd - qismat 331. J%PIRT dziyra:
g - singha:san 290. faeemft - dillagi: 332. ‘q\'ilET ghli:ghata:

—ira:de 291. W& — xabar 333. — sakhi:

IYId — surat 292. e — za:lim 334, TET - megha:
ER - daure 293. 3gC — ahat 335, forERar - dziyra:va:
HMHAT - ma:nva: 294, fasiferar - bidzliya: 336. —min
Tiafar - sd:variya: 295. 3GT37f - ada:6 337. Ud - pal
TR - gagariya: 296. 39Tl — udza:la: 338. f&1- t/Min
HRUT - ka:ran, 297. BUMI - hasiing 339. 9 — nainan
Sferr - t/raliya: 298. IcTH - gulaim 340. JoIRAT - sadzariya:
HT%TIT — muraliya: 299. S —muk®re 341. 379 - agan
P — dzhanak 300. Bidl - homt'd 342, TR - nagari:
qraferr - pa:yaliya: 301. §&X — bamdar 343. PER — ptuha:r
T — ruinarq 302. (B - $ahr 344, Uil -
lP — dztunak 303. §HIIY - pit/ka:riyd
PR — dzhamka:r banama:nusa 345. Eﬁ?‘ﬁ — holi:
R — dharti: 304. AT - tfatfa: 346. TN - masti:
TR - samsa:r 305. YfasT - bhatidza: 347. STRATSM - a:éa:d
M —rag 306. dY - ba:p 348. QIHT — da:man
— saza: 307. '1-|'|7.‘zc —bha:i: 349. 9T - sadzana:
gﬁm duniya: 308. P —kan 350. IS — sa:dzan
A - ro-ro 309. <lal - da:da: 351. 3[T—amg
BIdd — ha:lat 310. HdH — samta:n 352. ﬁﬁlwfpitjka:ri:
TH — dam 311. =l - rista: 353. UhS — pakar
ST -ag 312. Ald —nak 354, S| — ana:ri:
A — salazm 313. Q3 - duri: 355. YS®H — drarkan
UM — paya:m 314. <Idl - da:ta: 356. %T—quramg-ru:p
3Id%d — ulfat 315. &l — daya: 357. dHA - tfaman
S - dza:m 316. & — des 358. §H — husn
FI3HT - hava:d 317. SIGAI - ba:dald 359. 3T —isq
BId — thav 318. RYART - sita:ra: 360. HPTH — muqa:m
Tl'la’ gav 319. RRUT - garan, 361. RMH - $axm
SIS — zamin 320. Yo — bhakt 362. V€ - saba:b
TP — yagin 321. HICT - ma:la: 363. ] - der
IS — ugan 322. HHNAT - kamariya: 364. 31 —ahl
TAP! - palakd 323. ST - ba:lma: 365. 3¢H — ilm
I - dza:n 324. 9 - nain 366. TR — nagar
TSI — tabi:yat 325. TT - maiya: 367. HIWAl — mamzild
X — nazaré 326. 3T — atfal 368. TG — god
BId — ha:l 327. UdYC — panghat 369. ¥8-19X — rah-guzar
HATA — mala:l 328. HWIE‘!JT kala:iya: 370. AR — nazar
TIRd — hasrat 329. el — kankari: 371. HId - kali
Uilﬁ'fpya;re 330. q@_ sai: 372. qT,a:ﬁ.—na:zani:r,n
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373. IATd - rava:yaté
374. 3ad — adab

375. RMePR — sahkarr
376. 3R — ami:r

377. TR - garitb

378. Si-AER - dza:n-nisarr
379. VTG - sa:x

380. gag?h bulbuld
381. TE-TG — tfah-tfahé
382. fofarft - zindagi:
383. ®qH — qadam

384. ASIRT - naza:ra:
385. QR — dost

386. HIGSIA! — mohabbatd
387. 3Y — umr

388. 3 —amn

389. VM4 -san

390. QI — dostd

391. AH —naim

392. RIAT - ghara:na:
393. NIglH — dzaha:n
394. DRI — kavi:ra:d3
395. dISl — ta:d3

396. XISERTAT - ra:dzghara:na:

397. WIHl — xaza:na:
398. Yl — dhul

399. YW — safar

400. HET - mela:

401. HFM —ma:n

402. YA - abhima:n
403. ﬁT:-TJ:I'Ff — mehma:n
404. Sl — dafali:
405. TRl — tara:na:
406. 2RI - ¢i:sa:

407. BATU — hava:&
408. HIST — maudsd
409. 3fGTU — ada:é

410. J — zulf

411. ﬁ’TﬂTQ —fiza:e
412. ﬁl’rﬂ% —niga:he
413. VIR - naza:re
414. PR — qurban

415. :l\_,rlT\Pff naza:rd

41e6.
417.

418.
419.
420.
421.
422.
423.
424.
425.
426.
427.
428.
429.
430.
431.
432.
433.
434.
435.
436.
437.

438.
439.
440.
441.
442.
443.
444,
445.
446.
447.
448.
449.
450.
451.
452.
453.
454.
455.
456.
457.
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W — lahré
E'QTRBI —i$a:rd
3Hal — ada:
YRI — dha:rd

TBRI-b

'J:IE'%'CIT matftliya:

aha:rd

— kina:rd
Eﬁ'QT —ho$
T — xya:l
Al - xva:b
M — $akhd
Hed — muddat
gfedr - sadiyd
Q'FIW'I% — §ina:sa:i:
FRAN - dzharnd

EECIGES

dzazba:t

Pedl - qadamd

T — tale

3@7 — barf
R — fars
TRHT - garmi:

TITHRAR

samgmarmar

dxg — tar:

ah

dg — badan
TRHAT - narmi:

tI'I_c':‘ffpa:
WqYredTd -

to
xya:la:t

HIdC — karavat
Bdl — haya:
aﬁﬁ — kohre

a'l_cﬁ—va:

di:

OI¥Xd — zaru:rat
g — dhund®
I} — tfa:dar

ReREm - pardesiyd

PRIRIES

fasa:na:

U — pamt/hi:

IGEOGI
aT‘.ﬁfba

thika:na:
:g0

EQTIHg — hardza:i:
UdLS — patdztar

HeqsT -

mahbu:ba:

458.
459.
460.
461.
462.
463.
464.
465.
466.
467.
468.
469.
470.
471.
472.
473.
474.
475.
476.
477.
478.
479.
480.
481, I0d
482.
483.
484.
485.
486.
487.
488.
489.
490.
491.
492.
493.
494.
495.
496.
497.
498.
499.
500.

FHIH - gasmé
T - rasmé
R4 - sikve
Eﬂ%{ —va:de
W|aTE! - xya:ld
@l’lﬁ— xusiya:
¥ATd - xva:b
Il_E?Fﬁ — mahald
Tl?:ﬂ\_rl'lﬁ —rahguza:rd
tholl — fiza:
oy - bhes
tI?f — patte
FART - tfana:rd
TI% —rahé
ihT - dz"omka:
©dl — hava:
T[HI — guma:n
e — dihicl
TR — mamzar
fooT - kirand
TR — barsa:té
tl?@f — pahard
gqur - darpan,
—ra:té
E'HTI%)[ — hamra:hi:
Enwé’ —ba:h
e - gardi$
gﬁﬂﬁ'— du:riya:
IITSIT{\ﬁ — madzbu:ri:
§gIHl — baha:na:
SAWIR — intaza:r
feHTd - hisa:b
gt - akMiyd
[dld — dzava:b
EI'@ ba:ho
SIoIRI — zamd3i:rd
W'I_ip kala:i:
e - mauqe
dmpl — vafa:
P — qadr
SR - anga:re
TG — Sahd
¥ — garm
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Appendix 2

Supplementary transcription guide (McGregor Dictionary based variant)

HITdT — bragvan
gl - duk't
QlH —dan

U - bhikhe
3 — ann

. @ — bure

. d&dl - badla
Yol - bhala
<l - das
IRl — vardan
. A9 - lakh
s bamsT

. A —nac

H — man

. AR —svar

. fo - bis
e prem
< git

. dc —tat

. foafamt - vinatiyi
. dId - bat

>d - rut

. ITTeT — gal

. T - ramg

. 31 - &k

. X —ras

. SId — dal

. dd®d — lacak

. Uld — pat

. dgd — lahak

. Bl —phal
HED — mahak

. JcTHT - balma

. &l - kalt

. I — camcal

. U —rup

. _Q'T&FT — damani

40.
41.
42,
43.
44.
45.
46.
47.
48.
49.
50.
51.
52.
53.
54.
55.
56.
57.
58.
59.
60.
61.
62.
63.
64.
65.
66.
67.
68.
69.
70.
71.
72.
73.
74.
75.
76.
77.
78.

T — lagan
T — savere
¥Y —rap
TG — cid
HY — mann
P! — bekalt
dXB &R — tarahdar
faerea - dilruba
GTGR — dildar
fadaT — citvan
IR — yar
1T — droka
HIR — ayyar
3ffEt - kbo
Nl —jada
[ — batd
T - $ola
IRIDPT — carka
AR — mor
Sia — jivan
ST - chaya
fe=maft - disas
AR - rimjhim
XN - 1)
d- - ban
el — dalo
R - $or
d- — tan
3¢ — anamd
@H@ — ghumare
UTAT - bhavo
dTqdl — badal
Iﬁ?‘ﬁ — moti
:ﬁ'_cz" —nimd
qua - sapne
— citcor
IR — sitaro
HMH — man
Tf?‘ﬁ — ratd

79.
80.
81.
82.
83.
84.
85.
86.
87.
88.
89.
90.
91.
92.
93.
94.
95.
96.
917.
98.
99.
100.
101.
102.
103.
104.
105.
106.
107.
108.
109.
110.
111.
112.
113.
114.
115.
116.
117.

U‘Q_(’ﬁ —phald
YR — xusbi
Hier! - kaliyd
Tﬁ?@?{ —mohabbat
aRY — tard
QEQT —cehra
XId — rat
f&1 - din
faett - dils
SIHTAT — zamana
XISl - raja
DI - koyal
Gl - kretd
A - javani
I - rant
R — dir
- riya
Y — art
ﬂ:ﬁtﬂ — cunriya
ToRar - nazariya
{3 — ambua
\’rh_cr —ot
JT - saiyi
T - skriya
DI — kajal
YR — dhara
SRART — isara
e - joban
i_c' —ret
HIdT — mata
RO — carand
AR - umriya
TR - nagariya
T — gagan
—sona
3refar - atariya
X Hd — rahmat
Seiar- badriya
Iiﬁﬂa — manzil
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118. TId — piv

119. dT&} - vado
120. @Tmfdagariyé
121. YTH — dham
122. TRYS - garibo
123. gR —dvar

124. 39 - naind
125. 39T - naina
126. ST - 13j

127. HRY - mart
128. Wd - prit

129. iﬂ?fghﬁ:ghat
130. dcfHAT - balamva
131. @R — har

132. WM - tafan
133. YTUT — pran
134, Y — nas

135. GHR — xumar
136. AR — nir

137. B - hat'ile
138. 4T - naiya
139. HaR - bhavar
140. UR — par

141. BR - chore
142. A - galt

143. BRI - chori
144. Wfroz

145. HAIPId — mulaqat
146. WR — pyar
147. —judat
148. AT — cadni
149. /1 — jiya
150. dSIg — larat
151. GBT8 — duhat
152, 3TRITT - Akriyd
153. af-ﬁ—cehre
154. 8T - gussa
155. m—saf?ﬁ
156. Elg_)ffgha_ﬁ
157. §d - bate

158. HYH — gasam
159. §dU- — bacpan
160. TTG — yad
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162.
163.
164.
165.
166.
167.
168.
169.
170.
171.
172.
173.
174.
175.
176.
177.
178.
179.
180.
181.
182.
183.
184.
185.
186.
187.
188.
189.
190.
191.
192.
193.
194.
195.
196.
197.
198.
199.
200.
201.
202.
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PH-H -
rum-j'um
T - savan
fasrett - bijln
dI¢TH — balam
Td — pavan
fga®Id — hickole
DI — kaga
o p1
HaH - sandes
BH-8H — cham-cham
T[QIRI — gul$an
él?ﬁ — hast
@‘x’ﬁ — Xxus1
TH — gam
ISl — saz
AT - avaz
U< — pat
o - piya
Y — ghat
9 - bacan
Y — dhan
TR — garab
—mol
a7- rang
He <l — mahal
Ii'm — mamdir
faanr - diya
3 — asan
YR — ghar
tag - pritam
o - kal
UY — prab"
dR — bar
SfAaT - batiyi
Ol — jag
— maina
HT — kanan
quAf - sapnd
BT - hat's
HI — kamgan
WY paird
UId — payal

203. T — gale

204. RIMR - simgar
205. ART - sakhi
206. DX — kar

207. S - jogin
208. HITd — bhagat
209. PHY — kamar
210. 98T bera

211. YU — samgram
212. T&™d - himmat
213. PIH - kam

214. Sitd —jit

215. &IH - dam

216. ST — jate

217. A9 - top

218, AR —tir

219. dcldR - talvar
220. dlal - vada
221. Al - ratiyi
222. fR@T - biraha
223. WG&HRM — xudkust
224. AVIH — ilzam
225. TICIT — gala

226. a¥d — dast

227. B — chur

208. Bl - cMimte
229. Tl - $ole

230. YH - zulm
231. PIGe - karavat@
232. ST juta

233. Ydqd - patlin
234, 9% —sar

235. TUT - topt

236. IS — sarak
237. THT - sina
238. Il"\lrlﬁ — mamzil
239. GIRAT - dariya
240. TR - kinare
241. (€ - rah

242. dd- — vatan
243. B - kahanT
244. AT — maut
245, =T - nisant



246.
247.
248.
249.
250.
251.
252.
253.
254.
255.
256.
257.
258.
259.
260.
261.
262.
263.
264.
265.
266.
267.
268.
269.
270.
271.
272.
273.
274.
275.
276.
277.
278.
279.
280.
281.
282.
283.
284.
285.
286.
287.
288.
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Il - raje
ASIHaR — rajkunvar
Q'IET_YH% — $ahzade
g —singhasana
_E'R'I% — irade

A — sarat

ai' — daure

HIFdl — manva
iafedT - sivariya
IR - gagariya
PRUI - karan
Bfer - chaliya
W’Cﬂ — muraliya
AP — jhanak
qraferdr - payaliya
P — riinaq
TP — jhunak
PR — jramkar
Rl — dvartt
IR - samsar
[T - rag

Sl — saza

gﬁm — duniya
R - ro-ro

Bldd — halat

GH — dam

3N - ag

YdTH — salam
TUJTH — payam
3 d — ulfat
SIH — jam

gaT3fl - havasd
BIA - chiv

Mg — giv

FHIEH — zamin
TP — yagin
38T —uran
! - palakd
NI — jan

qdgd - tablyat
:Wﬁ' —nazar€

BId — hal

HTST — malal
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2809.
290.
291.
292.
293.
294.
29s.
296.
297.
298.
299.
300.
301.
302.
303.
304.
305.

306.
307.
308.
309.
310.
311.
312.
313.
314.
315.
316.
317.
318.
319.
320.
321.
322.
323.
324.
325.
326.
327.
328.
329.
330.

BYd — hasrat
Elﬁ — pyare
C — qismat

ol - dillagt
¥R — xabar
SR — zalim
3{TgC — ahat
fowiferat - vijliya
37cT37 - adad
JITell — yjala

| - hasind
ICTH — gulam
H@%‘ — mukhre
13T - homt'd
TR - bamdar
RIER — Sahr
STHY -
banamanusa
Il - caca
UFCSTT - bratija
oMU - bap
UTS — bhat
D[ — kan
qlal — dada
Td™ — samtan
e=ar - rista
Al — nak
Q'ﬁ — dirt
qIdl — data
<l — daya
é?r —des
S1Gl — badald
AR - sitara
TRUT - §aran
HITd - bhagvan
Hod — bhakt
HIAl — mala
HURAT - kamariya
JTCTHT — balma
3 - nain
gt maiya
3T - Hcal
U-YC — panghat

331
332

333.

334

335.
336.
337.
338.
339.
340.
341.
342.
343.
344.
345.
346.
347.
348.
349.
350.
351.
352.
353.
354.
355.
356.
357.
358.
359.
360.
361.
362.
363.
364.
365.
366.
367.
368.
369.
370.
371.
372.
373.
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. HARAT - kalaiyi

. m — kankart

HIT’;}T —sari

. oR1 - jiyra

‘é"\EIET — ghlighata

— sakht

i) g megha

forgRar - jiyrava
—min

Ud — pal

f&59 - chin

99 - nainan

Joiar - sajariya

3T — agan

TR - nagari

el — ptuhar

Uil — pickariyo

BIell — holt

Ilﬁ — masti

T=MST - asad

QIH — daman

AT - sajana

YIS - sgjan

3T - amg

faaRT - pickart

UH S — pakar

3‘|:|'|:°,>PT — anari

YgDh — dharkan

Ry o ramg-riip

YH — caman

B¥ — husn

P —isq

HPTH — mugam

RMH - $am

R[dTd — $abab

R - der

3{g —ahl

2 —ilm

"R — nagar

Il"\lrl?ﬁ — mamzild

g - god

8-SR — rah-guzar

SR — nazar
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374.

375.

376.
377.
378.
379.
380.
381.
382.
383.
384.
385.
386.
387.
388.
389.
390.
391.
392.
393.
394.
395.
396.
397.
398.
399.
400.
401.
402.
403.
404.
405.
406.
407.
408.
4009.
410.
411.
412.
413.
414.
41s.

41e6.

Pl — kali

AT nazanim
ad - ravayaté
3Hqd — adab
RMEPR — sahkar
3R — amir

e - garib
i-FER - jan-nisar
QMY - sax

gl — bulbuld
%rs'-%l%" — cah-cahé
fofett - zindagl
haH — qadam
IR — nazara
aﬁﬂ —dost
ﬁ%@?‘ﬁ — mohabbatd
3Y — umr

A - an

M - $an

Il — dostd

MH — nam

YRl — gharana
SIgIH — jahan
PRIl — kavirgj
ol — tgj

RTSERTT - rajgharana
Al - xazana
YT — dhal

PR — safar

T - mela

HMF — man
YA — abhiman
ﬁ@:ﬂ:f — mehman
SHl - dafali
XTI - tarana
<ff=m - aa

BHTQ —havag
el - maujo
3G — adas
Veth — zulf
W — fizae
ﬁl”'IT%r — nigahe
AR — nazare
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417.
418.
419.
420.
421.
422.
423.
424.
425.
426.
427.
428.
429.
430.
431.
432.
433.
434.
43s5.
43e6.
437.
438.
439.
440.

441.
442.
443.
444,
445.
446.
447.
448.
449.
450.
451.
452.
453.

454.
455.
456.
457.
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PRI — qurban
q\?ﬂﬁ — nazard
W — lahré
E'Q'IT\Pf — i§ard
3l — ada

YRY — dhard
a‘s’rﬁ — bahard
TBeral — machliyi
ﬁ'i_'ﬂﬁ — kinard
m —hos
GgTe — xyal
©ATd — xvab
AT - $akhd
Hed — muddat
gt - sadiyd
FTS - $inasat
RAT - jharnd
SISTdTd — jazbat
HeHl - qadamo
qd - tale

EI".% — barf

t,h_EZf — far$

TRAT - garmi
IR —
samgmarmar
dX© — tarah
dg — badan
:iTLﬁ — narmi
qret - patd
GTATd — xyalat
HIAC — karavat
Bdl — haya
?ﬁ?ﬁ — kohre
Tl — vadi
VIoXd — zariirat
4 — drund®
dlaX — cadar
ReRAN -
pardesiyd
WM - fasana
el - pamcht
fO®HMI - thikana
AN - bagd

458.
459.
460.
461.
462.
463.
464.
465.
466.
467.
468.
469.
470.
471.
472.
473.
474.
475.
476.
4717.
478.
479.
480.
481.
482.
483.
484.
485.
486.
487.
488.
489.
490.
491.
492.
493.
494.
495.
496.
497.
498.
499.
500.

YOS — harjat
UdS — patjrar
Heddl — mahbuba
FHIH - qasmé
T - rasmé
R1d - sikve
Eﬂ%{ —vade
@ - xyald
W — xusiya
AT - xvab
Il_E?F‘ﬁ mahald
TIE"]\_FTI_\P[ —rahguzard
el - fiza

0 — bhes

tI?f patte
FARI - canard
TI% —rah¢

BT — jromka
©dl — hava
IHI — guman
it — jril

YR — mamzar
forzont - kirand
RN - barsaté
el - pahard
ST - darpan
Tlﬁ — raté
E'HTI%)[ — hamraht
§ig - bah

e - gardis$
il - dariya
AR — majbirt
§gIHl - bahana
$AVIR — intazar
feTd - hisab
Jifaar - skhiys
SIdId — javab
Gﬂ_&;f bahd
SISIRI — zamjird
W'Ié kalat

pa - mauge
dmpl — vafa
haX — qadr





