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Abstract: The aim of the research was to analyze the possibility of using mobile laser scan-
ning systems to acquire information for production and/or updating of a basic map and to
propose a no-reference index of this accuracy assessment. Point clouds have been analyzed
in terms of content of interpretation and geometric potential. For this purpose, the accuracy
of point clouds with a georeference assigned to the base map objects was examined. In order
to conduct reference measurements, a geodetic network was designed and also additional
static laser scanning data has been used. The analysis of mobile laser scanning (MLS) data
accuracy was conducted with the use of 395 check points. In the paper, application of the
total Error of Position of the base-map Objects acquired with the use of MLS was proposed.
Research results were related to reference total station measurements. The resulting error
values indicate the possibility to use an MLS point cloud in order to accurately determine
coordinates for individual objects for the purposes of standard surveying studies, e.g. for up-
dating some elements of the base map content. Nevertheless, acquiring MLS point clouds
with satisfying accuracy not always is possible, unless specific resolution condition is ful-
filled. The paper presents results of accuracy evaluation in different classes of base-map
elements and objects.
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1. Introduction and related works

Mobile laser scanning (MLS) is an integrated system of many sensors, including nav-
igation devices and devices for collecting spatial data, mounted on a platform that has
the ability to move (usually a car) and acquire data along the route (Kaartinen et al.,
2012; Mikrut et al., 2016). Currently remote sensing sensors, like airborne and terrestrial
LIDAR, RADAR and scanners, are able to collect high density data of the Earth surface
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or terrestrial objects (Jenerowicz and Siok, 2017; Bobkowska et al., 2016; Glowienka
et al., 2017). Also, terrestrial lidar data can be use itself for accuracy determination of
other data (Woroszkiewicz et al. 2017; Markiewicz and Zawieska, 2015; Lubczonek,
2016; Wilinska et al., 2012; García and Lerma, 2013 or Fryskowska et al., 2015).

Data from laser scanning systems enable the measurement of hundreds of thousands
of points per second. Data is collected in the form of a point cloud reflecting all objects
encountered. In geodetic processes, in particular the construction of a basic map with
classical methods, individual objects or points representing them are measured. Despite
the measurement system, the most valid and final indication of the data quality is given
by the accuracy, the degree of agreement between a measurement and the conventional
true value of the quantity being measured (Iavarone, 2002).

The aim of the work was to analyze the possibility of using laser scanning systems
to acquire information for creating and/or updating of a basic map. Point clouds have
been analyzed in terms of object identification and geometric potential. For this purpose,
the accuracy of point clouds with a georeference assigned the base map objects was
examined.

The subject of accuracy of such LIDAR data is actual in many research. The publi-
cations: (Bakula et al., 2015; Lenda et al., 2015; Kedzierski et al., 2015; Zacharek et al.,
2017 and Lichti et al., 2005) are focused on accuracy assessment of laser scanner data in
different applications: surface modelling, scan registration, data fusion, archaeology or
architecture.

The subject of direct georeferencing of point clouds is currently one of the most
important directions of work on improving both static and mobile laser scanning systems
and is often undertaken in literature (Reshetyuk, 2010; Shan and Toth, 2009; Osada et
al., 2017; Lichti et al., 2005; Fryskowska, 2017; Santos et al., 2013 or Scaioni, 2005).
Nevertheless accuracy analysis of mobile laser scanning data requires specific approach,
including georeferencing component.

Various methods and approaches to the problem of the accuracy analysis of the data
obtained with mobile laser scanning can be found in the literature. The differences be-
tween those methods consist mainly in the parameters that are calculated in order to as-
sess data accuracy. Some authors choose advanced statistical methods, which are based
on the assumption that residuals at certain points in MLS are characterised by the oc-
currence of the normal distribution. These methods, proposed in publications such as
(Toschi et al., 2015), lead to the calculation of the mean value, median, standard devia-
tion, and parameters that allow to determine the occurrence of potential asymmetries in
the distribution of residuals from the mean value and the occurrence of residuals distribu-
tion in the form of a low and wide Gaussian curve or a high and narrow Gaussian curve.
There are also methods that are based only on error analysis (Kaartinen et al., 2012).
Another difference in the approach to the conducted accuracy analysis is based on the
type of reference data used. Authors use data obtained by means of tachymetry, static
terrestrial laser scanners, and GPS RTK receivers; for example, the authors of (Poreba
and Goulette, 2012) for reference data used the data obtained by means of both total
station and static terrestrial laser scanners, while the authors of (Gandolfi et al., 2008)
used only the results of GPS RTK measurements as reference data.
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The authors of publications such as (Kaartinen et al., 2012; 2013) conducted accu-
racy analyses for various mobile laser scanning systems, later comparing them, deter-
mining the level of horizontal and vertical accuracy that could be reached with the use
of each of these systems. These studies were conducted as part of the European Spatial
Data Research (EuroSDR) concerning data obtained from mobile platforms. The fol-
lowing MLS systems were analysed: ROAMER, Riegl VMX-250, Sensei, StreetMapper
360, and Optech Lynx. Based on the root mean square errors of the horizontal points
(RMSEXY ), compared by the authors of (Kaartinen et al., 2012; 2013), it was determined
that the lowest horizontal error was obtained for the ROAMER and Riegl VMX-250
systems (RMSEXY =±0.020 m), while the highest horizontal error was obtained for the
Optech Lynx system (RMSEXY = ±0.043 m). For other MLS systems, horizontal error
values are in the range determined by the set boundary (maximum) values. This means
that in terms of the accuracy of the horizontal position of points, there are no significant
discrepancies between the different MLS systems, and all the systems analysed by the
authors of (Kaartinen et al., 2012; 2013) are characterised by the possibility of obtain-
ing data with high horizontal accuracy (with errors in the range of a few centimetres).
Regarding the assessment of altitude accuracy, the authors of (Kaartinen et al., 2012;
2013) did not provide RMS error values for the heights of points, but used the obtained
maximum values of altitude residuals and the values of standard deviations. (Kaartinen
et al., 2013) draw attention to the fact that one of the basic factors affecting the accu-
racy of mobile laser scanning data is the GNSS signal quality. In the conditions of good
communication with satellites, the authors obtained horizontal accuracy at the level of
30 mm for one of the point clouds analysed, while in the case of strong interferences this
accuracy deteriorated, and the errors obtained oscillated around 1 m. The accuracy of
the horizontal position and the altitude of points in a point cloud obtained from mobile
laser scanning determines the possibility of using MLS data for some standard geodetic
applications (e.g. updating the base map.)

So far, the analyses have focused on the assessment of accuracy in relation to other
photogrammetric and total station data. The present article aims to determine the abso-
lute accuracy of MLS data, taking into consideration different parameters and aspects of
these point clouds.

2. Data and study area

The analysis uses the data from static topographic terrestrial laser scanner and mobile to-
pographic terrestrial laser scanner, covering the same study area. The works were carried
out in the urban area of the city of Warsaw (Poland). The test areas have been selected to
cover various types of objects. In test area 1 there are a large number of objects consti-
tuting the content of the base map: building corners, pavement curbs, road curbs, trees,
sewage manholes, sewage grates, rectangular manholes, lamp posts, hydrants; as well as
objects not constituting the content of the base map but clearly determinable: window
corners, roof corners, etc. (Figures: A1 and A2). Test areas 2 and 3 were selected due
to the fact that these are areas in which mainly buildings are located. The objects are
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buildings with a simple construction. The roofs are flat (or close to flat), they have an
uncomplicated shape, but with numerous simple elements located on the roof and façade
of the buildings. Figure 1 shows the location of the selected areas.

Fig. 1. Chosen test areas: a) MLS data top view, b) fragment of MLS test area

The data for analyzes was acquired using Leica ScanStation2 terrestrial laser scanner
and Trimble MX8 mobile laser scanner. Additionally, for reference measurements total
station has been used.

The Leica ScanStation 2 impulse scanner has the accuracy of a single distance mea-
surement of ±4 mm, the accuracy of a single position measurement of ±6 mm, the
accuracy of horizontal and vertical measurements of ±60 microradians and HDS target
scanning error of ±2 mm. The range of this scanning device is up to 300 m with 90%
albedo and 134 m with 18% albedo. Data from static laser scanner have been transformed
on the basis of 16 reference points, constituting situational details (corners of roofs, win-
dows, etc.), to the systems: PL-2000 and PL-EVRF-2007-NH. Georeferencing accuracy
gained ±0.024 m.

The Riegl VMX-250 MLS system comprises two Riegl VQ-250 laser scanners,
which are calibrated and integrated with a high-precision inertial measurement unit/
global navigation satellite system (IMU/GNSS) pose/positioning module and a Riegl
software package for data post-processing (Figure 2).

The scanner has a laser beam divergence of 0.36 mrad and can run high-performance
pulsed ranging with high penetrability through obstructions (e.g., plants and fences).
System is characterized by the accuracy of distance measurement of 10 mm (at a distance
of about 50 m), and the positioning accuracy of the GNSS / IMU system is 20–50 mm
(Lin et al., 2013).

A Topcon GPT-3107N reflectorless instrument was used to set a geodetic control
network and reference surveying measurements (20cc angle accuracy, ±2 mm + 2ppm
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Fig. 2. System MSL Riegl VMX-250 (N3)

– distance accuracy) and Leica Sprinter 250M code leveler (with an error of 0.7–1.0 mm
per 1 km of traverse) (N1, N2).

2.1. Reference data

In order to conduct reference measurements, a network was designed, consisting ten
points of geodetic measurement network (P1–P10), tied to five points of the national
control network (W102, W103, W104, W106, W107). The horizontal network points
were fixed. Next, a vertical network was designed in order to conduct vertical tying on
at least two vertical benchmarks. As a result, a levelling line was created, consisting of
two vertical tie points (Rp104, Rp106) and seventeen created points of surveying vertical
network (Rpr0, Rpr1, Rpr2, Rpr2A, Rpr3, Rpr4, Rpr5, Rpr6, Rpr7, Rpr8, Rpr9, Rpr10,
Rpr11, Rpr12, Rpr13, Rpr14, Rpr15). The geodetic measurement network points were
fixed on the surface of permanent terrain details, such as pavement curbs or concrete
castings around sewer manholes located on the roadside. With the points of both the hor-
izontal and vertical networks ready and fixed in the field, the next stage of the work was
to measure the horizontal and vertical networks. The adjustment of the linear-angular
network was carried out in the C-GEO software. As a result of the rigorous adjustment
of the linear-angular network, the adjusted coordinates of the points of the geodetic mea-
surement network were obtained, where the majority of the points is characterised by a
position error (2D) at the level of ±5–8 mm with maximum value of ±12 mm. Due to
the fact that the length of the traverse was about 0.815 km, the permissible value of the
residual for each traverse was about ±18 mm. Having prepared a horizontal and vertical
measurement networks, it was possible to measure the tachymetric situational details,
which were to be later used as reference points for the assessment of MLS data accuracy
and enable the georeferencing of the scans obtained with static terrestrial laser scanners
(Appendix 1).

The accuracy of reference points determination is up to 10 mm (2D) and 20 mm (3D)
related to geodetic network. For further analysis, geodetic network points are considered
as a correct.
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The measurements were also referred to other terrestrial pulse laser scanning system
in the context of accuracy comparison. However, in the next part of the article, they will
not be considered as being used for geodetic works, only to be used as a comparison
MSL data.

3. Methods and workflow

The data used for the analysis was oriented to the same national geodetic reference
frame. Reference data for the accuracy assessment consisted of total station measured
points on selected objects. The points analysed within the overall MLS accuracy as-
sessment were divided into object classes, depending on what real-world object they
represent; next, root mean square errors for each class were determined. Dividing the
analysed objects into classes and calculating the horizontal and vertical accuracy for
each class was aimed at determining the suitability of using MLS for obtaining data on
the location of specific objects in space.

Laser scanning data accuracy was assessed in terms of the quality of identification of
characteristic elements in the point cloud. This quality is understood both as geometric
accuracy and the unambiguous determination of the location of the selected point.

When comparing point clouds acquired by different instruments, some issues should
be considered: its own sources of uncertainties and sensitivity to outlier presence, the
compared 3D points are not exactly corresponding to each other and the object surfaces
are not equally digitized as the acquisition positions are different (Toschi et al., 2015).

Taking into consideration these factors, some other, additional elements were in-
cluded in this research. Generally, Lichti and Gordon in (Lichti and Gordon, 2004) im-
ply classify the errors in TLS into two groups: internal (instrumental in our case) and
external (here one might include object-related, environmental and georeferencing er-
rors, according to our classification). There are many other classifications, but for MLS
quality assessment in geodetic applications in terms of detection and identification of
elements, the following aspects and classes are the most important:

i) accuracy of spatial coordinates influenced by inner, instrumental error – AIA,
ii) scan/point cloud interpretative resolution error – ARES,

iii) orientation of point clouds from different positions or/and georeferencing error –
AGEO,

iv) completeness (missing data, occlusions etc.) accuracy – ACOM,
v) homogeneity towards reference data accuracy – AHOM.
The aim of this work is to propose a new mobile laser scanning accuracy index

(OPEMSL). It would be helpful to no-reference accuracy assessment of mobile laser
scanning data and its application in base-map actualization purposes.

Generally, the total Error of Position of the base-map elements/Objects acquired with
the use of MLS – can be considered as function of these factors:

OPEMSL = f (AIA, ARES, AGEO, ACOM, AHOM) (1)
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For further analysis in this paper, completeness ACOM and homogeneity towards ref-
erence data AHOM are omitted. This research is related to geometric potential of MSL in
base map creation, so for this analysis we consider these factors as fulfilled.

In further subsections, the first three accuracy components are described.

3.1. Instrumental and georeferencing errors – AIA and AGEO

Inner instrumental accuracy (AIA) depends on instrumental potential and are attributable
to the scanner design. These errors can be fundamental (inherent to the physics of laser
range finder) and errors specific to the scanner hardware, including the laser rangefinder,
beam deflection unit, angle measurement system and axes errors. These errors can be
potentially removed or minimized by improving the system design, or by calibration
(Reshetyuk, 2009; Herbert and Krotkov, 1992). Instrumental errors have both random
and systematic influences on the laser scanning measurements. For purposes of presented
research instrumental error represent the accuracy of determination of single point in the
cloud.

Table 1 presents brief specification of instruments used in this research (the Riegl
VMX-250, and Leica ScanStation2) and for comparison two other systems (Roamer and
FARO). The Roamer MLS system adopts a FARO LS 880HE80 laser scanner for 3D
mapping, with its spatial trajectory derived by the NovAtel SPAN (Synchronized Posi-
tion Attitude Navigation) technology and FARO FOCUS 3D is a static-phase scanner.
The indirect georeferencing of static scanners can differ in accuracy. It is dependent on
transformation accuracy and for geodetic applications not should exceed 0.10 m.

Table 1. Specifications of mobile and static laser scanning – (on the basis of (Lin et al., 2013), (N4) (N3))

Riegl VMX-250 Roamer ScanStation2 FaroFocus

Ranging accuracy [mm] 10 @ 50 m 20 @ 50 m 4 @ 50 m 3 @ 25 m

Point position accuracy [mm] 15 20 6 4

Georeferencing [mm] 20–50 20–50 20–60 20–60

For further analysis – AIA will be considered as a single point position accuracy
(table 1) and AGEO as a georeferencing error.

These both errors are related to instrumental accuracy and Authors propose consid-
ering them as a general mobile laser scanning system error ASY S:

A2
SY S = A2

IA +A2
GEO (2)

3.2. Scan/point cloud interpretative resolution error – ARES

Density and scan resolution – these are terms for defining how many points represent
some surface of the scanned object. Point cloud resolution named as – density (expressed
in points per square meter) or resolution Res (understand as an average distance between
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points) – is one of the most important factors that determine the accuracy of the coor-
dinates of a point in the cloud. It can be determined in a different way. Here, to deter-
mine the average distance between the measurement points, the Delaunay triangulation
algorithm was used. Delaunay’s triangulation provides such a topological relationship
between individual points that each of them has a strictly defined neighbour. The TIN
building algorithm has been presented in detail in (Lee and Schachter, 1980 or Sloan,
1987). Figures 3(a) and 3(b) show a fragment of the TLS point cloud (a) and the result-
ing TIN (b) grid.

Fig. 3. (a) a fragment of the TLS point cloud, (b) the resulting TIN mesh

With reference to mobile laser scanning, resolution analysis was performed on ob-
jects that were inside the test areas. The analysis covered the walls of buildings (in-
cluding window niches, doors, window sills, softs, etc.) and elements of road infrastruc-
ture (streets, pavements, curbs, sewage manholes, rectangular manholes, sewage grates,
lamps). The comparison of average resolutions obtained for various objects on which the
analysis were carried out is presented in Table 2.

Table 2. Mean values of MLS resolution in different test elements and areas

Object Mean resolution Res [mm]

Facade 1 (road side) 20

Fasade 2 53

Side facade 1 38

Side facade 2 (road side) 36

Facade 3 52

Facade 4 (road side) 32
Road infrastructure (pavements,

pawns, sevage manholes etc.) 13

It can be seen from Table 2 that these resolutions differ significantly. The highest
average resolution was 13 mm, while the lowest was 53 mm. That means that the prob-
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ability of indicating the correct element representing a given object will be about four
times better in the case of an area where the resolution was 13 mm compared to the
area where it was 53 mm due to the fact that points are located there at much smaller
distances between each other, facilitating the interpretation of objects. Based on screen
shots Figure 4(a) and 4(b) shows how the areas with higher and lower resolutions look
visually.

Fig. 4. MLS point clouds: (a) 20 mm resolution, (b) 53 mm resolution

Based on Figure 4, we can see how much the resolution affects the interpretation
possibilities, and therefore the choice of points that represent a given object (e.g. a win-
dow corner) in fact. Already at this stage, it was noticeable that data from MLS will
be characterized by varying accuracy in relation to various objects. The wall shown in
Figure 4(a) was located in the immediate vicinity of the road (a few meters distance)
constituting the route of the platform from the MLS. In addition, this wall was not cov-
ered by trees as much as the wall shown in Figure 4(b), which in addition to a very large
number of trees growing a few meters away, was scanned from a considerable distance
(several dozen meters). Thus, at this stage of the work, two factors have been noted,
which due to lower resolution, also cause a decrease in the accuracy of data obtained
from MLS: an increase in scan distance and the presence of a significant number of
obstacles between the moving laser scanner and the scanned object.

After triangulation, the length of the triangle arms and their average values were
calculated.

After elimination of gross errors (triangles on the edge of the object), the average
distances between neighbouring points were obtained, respectively for TLS: 18 mm and
MLS: 13–56 mm.

3.2.1. Resolution and interpretation

OPEMSL mainly depend on point cloud resolution/density. Nevertheless, contains also
the information about interpretative potential. This situation explains Figure 5.
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a) b)

Fig. 5. Manual (a) and automatic (b) method of point identification

When defining a point in the cloud, which is to represent a given object (e.g. roof cor-
ner), we can use automatic or manual methods. In the case of the first of them, the point
representing the corner can be a virtual point resulting from interpolation (Figure 5(a))
and in the case of the second method, it is necessary to select one of the points assumed
for the potential reflection of the object (Figure 5(b)). In both cases, the resolution itself
is not synonymous with an error of interpretation. Because the resolution itself does not
take into account the interpretation capability of the point cloud, for further considera-
tions below the formula will be used:

ARES =
√

2 ·Res (3)

where Res is the nominal resolution of the point clouds expressed in [mm].

3.3. Preliminary accuracy assessment

Field measurements of check points were used for the preliminary analysis of the ac-
curacy of data obtained by laser scanning. Distances between selected points (e.g. roof
edges) and the approach to the analysis of individual points were determined.

The lengths of the roof edge were based on the total station measurement of spatial
coordinates of the roof vertices (accuracy ±3−5 mm), while other elements of the build-
ing, such as window openings, stairs, etc. were measured with rule (accuracy ±2 mm).

Check points selected for analysis had to meet the criteria of unambiguity and pos-
sibility of identification. Presented in Table 3 are the lengths of selected sections on the
façade of a selected building, measured by means of total station measurements (TS)
and cloud points from pulsed (IS) and mobile (MS) terrestrial laser scanners, as well as
absolute values of length differences in relation to total station measurements.

Static terrestrial laser scanner (IS) was also used as a comparison of the same kind
of data (mobile and static terrestrial laser scanning systems give point clouds, contrary
to total station point measurements).

Based on the analyses performed, it can be concluded that the largest difference be-
tween the total station measurements and those obtained by means of a scanner occurs
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Table 3. The results of length measurements and absolute values of the length
differences of selected sections in relation to reference measurements

Section no. |TS−IS| [m] |TS−MS| [m]

1 0.016 0.103

2 0.009 0.036

3 0.054 0.058

4 0.017 0.073

5 0.008 0.067

6 0.022 0.090

7 0.029 0.046

8 0.032 0.035

9 0.011 0.002

Mean 0.022 0.056

with MS data. This is due to both the average distance between the points in a cloud and
the method of obtaining them (navigational systems error). In the case of the other sys-
tem, the average difference was ca. 20 mm. Distance differences exceeding the highest
value of 30 mm are marked in bold type and are characteristic mainly for MS data.

3.3.1. Object Position Error of MLS data in geodetic applications

For the applications of the MLS accuracy analysis in base maps, only the first three
aspects of formula 1 were considered, with the assumption that only complete and un-
ambiguous data was analysed. Therefore, based on the conducted work, the following
formula and the weights of each component influencing the resulting geometric accuracy
OPEMSL were determined:

OPE2
MLS = A2

SY S +A2
RES (4)

Based on the above components, it is possible to determine the ultimate, estimate ac-
curacy of already conducted MSL measurements. The accuracy was tested empirically
with the specifications for natural, real scanning conditions, with changing atmospheric
and lighting conditions, and not always favourable or exactly known conditions for ob-
taining data (angle, distance, resolution).

4. Results and discussion

The analysis of MLS data accuracy was conducted with the use of 395 check points
and for TLS with the use of 159 check points. Not all points were used for the analysis
of height accuracy, as in the case of some objects it resulted impossible to accurately
determine the height (obscuring by other elements). It was assumed that total station
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measurements are real values and it was in relation to them that residuals of coordinates
and heights of MLS points were calculated. The results are presented in Table 4. All val-
ues of calculated RMSEX , RMSEY , RMSEH presented in following tables are expressed
with millimetre precision. Of course, in base-map production such precision is not re-
quired. Usually, centimetres are used. Nevertheless, in this paper higher precision due to
reference measurements and calculation procedure is applied.

Table 4. RMSE values for point location in point cloud from Mobile and Terrestrial Laser Scanning

RMSEX RMSEY RMSEH RMSEXY
[m] [m] [m] [m]

Mobile Laser Scanning ±0.040 ±0.044 ±0.042 ±0.060

Terrestrial Laser Scanning ±0.023 ±0.022 ±0.016 ±0.031

For every point analysed, residuals of the X coordinate, Y coordinate, and H height
were calculated, as well as the point position error mPi, as a function of the obtained
residuals for X , Y , and H coordinates.

mPi =±
√

dX2
i +dY 2

i (5)

where: mPi – position error of the i-th point in a set of points; dX , dY – residual of the X
and Y coordinates of the i-th point in a set of points.

The percentage distribution of horizontal position errors of points (X , Y ) in the en-
tire data set was also determined in the ranges: mPi ≤ RMSEXY , RMSEXY < mPi ≤
2RMSEXY , 2RMSEXY < mPi ≤ 3RMSEXY , 3RMSEXY < mPi ≤ 4RMSEXY and vertical
residuals of points (the calculations used absolute values of vertical residuals) in the en-
tire data set in ranges: |dHi| ≤RMSEH , RMSEH < |dHi| ≤ 2RMSEH , 2RMSEH < |dHi| ≤
3RMSEH , 3RMSEH < |dHi| ≤ 4RMSEH . The results of these analyses are presented in
Tables 5 and 6.

Table 5. The percentage distribution of horizontal position errors of points related to
RMSEXY for MLS data

Range Number of points Percentage distribution
in entire data set [%]

mPi ≤ RMSEXY 247 62.4

RMSEXY < mPi ≤ 2RMSEXY 146 37.0

2RMSEXY < mPi ≤ 3RMSEXY 1 0.3

3RMSEXY < mPi ≤ 4RMSEXY 1 0.3

Results in tables 5 and 6 show that values of mPi ranges according to Gaussian dis-
tribution. Based on the above, it can be concluded that 62.4% of points are characterised
by a horizontal position error not exceeding the RMSEXY value (±0.060 m). For 37.0%
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Table 6. The percentage distribution of vertical residuals of points’ |dHi| related to
RMSEH for MLS data

Range Number of points Percentage distribution
in entire data set [%]

|dHi| ≤ RMSEH 259 68.6

RMSEH < |dHi| ≤ 2RMSEH 105 27.9

2RMSEH < |dHi| ≤ 3RMSEH 10 2.7

3RMSEH < |dHi| ≤ 4RMSEH 3 0.8

of points, horizontal position errors are greater than RMSEXY , but less than or equal to
twice the RMSEXY value. Only in the case of two points have the mPi errors exceeded the
threshold of double the RMSEXY value (in the case of one of these points, the RMSEXY
value was exceeded three times). The maximum error value of the horizontal position er-
ror for the mPi point was ±0.23 m. It should be noted that 390 points (98.7% of the point
set) is characterised by the horizontal position error of less than ±0.10 m, which means
that 98.7% of the points meet the accuracy requirements for the 1st accuracy group for
situational details, as per the Regulation (Regulation in BM, 2011).

The Regulation defines three precision groups: for 1st, 2nd and 3rd precision group
of situational details, the impassable horizontal errors of the position of the point
(X , Y ) with respect to the nearest horizontal points of the geodetic network are 0.10 m,
0.30 m, 0.50 m.

The obtained results indicate that the analysed data from mobile laser scanning is
characterised by high horizontal accuracy, enabling its use, among others, for updating
base maps.

4.1. Accuracy analysis within object classes

Given the fact that in order to analyse the accuracy of MLS point clouds, points that
represented different real-world objects were used, all analysed points were divided into
object classes and then the mean square root errors of horizontal position (RMSEXY ) and
square root mean errors of height (RMSEH) were calculated for each class.

Distinguished among the points subjected to accuracy analysis can be points rep-
resenting objects that constitute the content of the base map (e.g. road curbs, pave-
ment curbs, sewage manholes, rectangular manholes, sewage grates, building corners,
lamp posts, trees, hydrants, and other permanent and characteristic elements of land
development) and points representing other objects, analysed due to the fact that their
shape allowed them to be unambiguously indicated on the point cloud from mobile laser
scanning.

A total of 18 object classes were created: characteristic height elements (masts),
trees, additional elements (all objects that were difficult to assign to separate classes, e.g.
intersections of window grilles, air conditioning devices mounted on building walls), hy-
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drants, sewage grates and their elements, pavement curbs, lamp posts, building corners,
roof corners, windows, window sills, road cross-sections, gutters, stairs, posts, sewer
manholes and their elements, streets/road curbs, rectangular manholes and their ele-
ments. The results of these calculations are presented in Table 7.

Table 7. The 18 object classes: RMSE and OPEMSL

Object class
Number of test RMSEX RMSEY RMSEH RMSEXY RMSEXY H OPEMSL
measurements [m] [m] [m] [m] [m] [m]

characteristic
height el. (masts) 3 ±0.050 ±0.035 ±0.025 ±0.060 ±0.065 ±0.062

trees 49 ±0.071 ±0.080 ±0.040 ±0.110 ±0.117 ±0.140
additional
elements 19 ±0.040 ±0.042 ±0.050 ±0.060 ±0.078 ±0.700

hydrants 3 ±0.040 ±0.063 ±0.004 ±0.080 ±0.080 ±0.074

sewage grates 12 ±0.032 ±0.032 ±0.013 ±0.045 ±0.047 ±0.045

pavement curbs 20 ±0.040 ±0.043 ±0.015 ±0.060 ±0.062 ±0.066

lamp posts 15 ±0.040 ±0.050 ±0.040 ±0.061 ±0.073 ±0.081

building corners 23 ±0.040 ±0.046 ±0.073 ±0.061 ±0.095 ±0.088

roof corners 18 ±0.044 ±0.064 ±0.052 ±0.080 ±0.095 ±0.090

windows (corners) 183 ±0.040 ±0.043 ±0.050 ±0.060 ±0.078 ±0.060

window sills 15 ±0.034 ±0.070 ±0.060 ±0.080 ±0.100 ±0.130
road
cross-sections 8 ±0.054 ±0.030 ±0.060 ±0.061 ±0.086 ±0.092

gutters 16 ±0.032 ±0.051 ±0.020 ±0.060 ±0.063 ±0.060

stairs 8 ±0.050 ±0.011 ±0.043 ±0.050 ±0.066 ±0.070

posts 11 ±0.032 ±0.020 ±0.012 ±0.040 ±0.042 ±0.050

sewer manholes 15 ±0.033 ±0.033 ±0.018 ±0.050 ±0.053 ±0.055

streets/road curbs 34 ±0.035 ±0.041 ±0.026 ±0.053 ±0.059 ±0.061
rectangular
manholes 10 ±0.040 ±0.034 ±0.020 ±0.051 ±0.055 ±0.050

In addition to the RMSE value, the OPEMSL error values are also listed (bolded).
They were calculated for all classes separately, referring to the resolutions in which
individual elements occurred. The calculations were made on the same data sample as
RMS errors.

The majority of object classes are characterised of a horizontal accuracy of
±0.060 m. The smallest accuracy was noted in the “trees” object class. However, it
should be noticed that the conducted accuracy analysis refers the values read from the
MLS point cloud to the total station measurements. In the case of trees, it is usually
impossible to indicate the exact same point for tachymetric and MLS measurements due
to the lack of unambiguous characteristic details. Thus, points representing trees were
excluded from the accuracy analysis of the entire MLS point cloud. They were treated
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as a separate object class. As those details, according to the Regulation (Regulation
in BM, 2011), belong to the 3rd accuracy group for situational details, their horizon-
tal position must be determined with an error not greater than ±0.50 m. This means
that the root mean square error of the horizontal position within this class is within the
limit.

The values listed in the last column of Table 7, referring to the horizontal accuracy of
point position (RMSEXY ), indicate that for all object classes, the accuracy requirements
defined by the limit values for three accuracy groups for situational details were met. For
all object classes, except the “trees” class, the obtained horizontal position errors were
within the limits adopted for the 1st accuracy group for situational details. In the case of
trees, the error value for the RMSEXY was higher, but since the trees are classified within
the 3rd accuracy group, the error is within the acceptable limits.

The OPEMSL values are close to the RMSE values calculated on the basis of reference
measurements. This shows the convergence of the results of both methods of accuracy
evaluation. The advantage of the developed accuracy index is the ability to determine it
without reference measurements, knowing the system parameters and the resulting point
clouds.

The resulting error values indicate the possibility to use an MLS point cloud in order
to accurately determine right-angle coordinates for individual objects for the purposes
of standard surveying studies, e.g. for updating some elements of the base map content.

It should be noted that the base map is an example of a planimetric and contour map.
This means that apart from accurate information on the horizontal position of points, the
base map includes also information on the height of the represented objects. In order to
determine whether it is possible to use the height of points obtained from an MLS point
cloud as part of standard surveying studies, e.g. for updating the base map, the obtained
root mean square error values for heights (RMSEH) were also analysed and presented in
Table 7.

The highest height error (RMSEH) was noted for the “building corners” class, with
the value of ±0.073 m. This error value was due to i.a. inaccessibility of a given element,
in which case the lowest visible point was measured. This caused an increase in the
RMSEH value for this object class. However, it should be noted that in situations where
it was possible to measure a point on ground level, the horizontal residuals obtained were
even two times lower than the RMSEH value obtained for the “building corners” class as
a whole.

The lowest RMSEH value was obtained for the “hydrants” object class, with the error
value of ±0.004 m. During the total station measurement, the highest point of a hydrant
was measured, so it was possible to unambiguously indicate the corresponding point in
the case of a point cloud.

In the case of the following object classes: characteristic height elements (masts),
sewage grates, pavement curbs, gutters, roadside posts, sewer manholes and their ele-
ments, streets/road curbs, and rectangular manholes and their elements, root mean square
errors obtained were at the level of RMSEH =±0.010–0.030 m. In the case of character-
istic height elements (masts) and gutters, it is possible to indicate the highest points be-
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longing to these objects. Other abovementioned objects (sewage grates, pavement curbs,
roadside posts, sewer manholes and their elements, streets/road curbs, rectangular man-
holes and their elements) can be included in the set of road infrastructure objects. This
means, in practice, that for road infrastructure objects the MLS point cloud is charac-
terised by vertical accuracy at the level of ±0.010–0.030 m. This stems from the fact
that these objects are situated either en route or in the immediate vicinity of the route
of the platform with the MLS system installed. The relatively small scanning distance
and the fact that there are usually no obstacles between the laser scanning beam and the
scanned objects make it possible to obtain points representing road infrastructure objects
with low vertical errors.

It should be noted that among the objects belonging to different classes, there can
also be distinguished objects that differ significantly in terms of accuracy. It is exem-
plified i.a. by sewer manholes: mean vertical accuracy of the set of points representing
sewer manholes and their elements was ±0.018 m (Tables 7 and 8). The measured man-
holes included both those located on the roads, the covers of which were at the level of
the asphalt (in this case the vertical residuals obtained were at the level of a few mil-
limetres), as well as manholes located at a great distance from the roads, in grassy areas,
protruding ca. ±0.010–0.020 m above ground level (in this case the vertical residuals
obtained were at the level of a few centimetres). The different vertical residuals for the

Table 8. Horizontal and vertical residuals and point position errors for
“sewer manholes and their elements” object class

point
|dX | |dY | |dH| mPi
[m] [m] [m] [m]

KAN1 0.011 0.008 0.002 ±0.014

KAN10 0.019 0.019 0.002 ±0.027

KAN13 0.005 0.027 0.003 ±0.027

KAN2 0.010 0.043 0.002 ±0.044

KAN5 0.022 0.016 0.002 ±0.027

KAN6 0.018 0.018 0.001 ±0.025

KAN3 0.049 0.008 0.001 ±0.050

KAN11 0.011 0.063 0.008 ±0.064

KAN15 0.008 0.013 0.050 ±0.015

KAN17 0.063 0.039 0.019 ±0.074

KAN18 0.045 0.037 0.010 ±0.058

KAN19 0.051 0.057 0.015 ±0.076

KAN25 0.023 0.032 0.028 ±0.039

KAN4 0.043 0.021 0.017 ±0.048

KAN9 0.024 0.010 0.019 ±0.026

Mean 0.033 0.033 0.018 ±0.050



MLScanning accuracy assessment for the purpose of base-map updating 51

“sewer manholes and their elements” object class are presented in the penultimate col-
umn of Table 8 below. In the last column values of mPi error were calculated on the basis
of formula 8.

According to accuracy requirements, “height objects” like sewer manholes should be
measured with ±3 mm accuracy. Table 8 presents that not all these elements are accurate
enough. It is related strictly to the distance (and in consequence) to the resolution of point
clouds representing such elements. Seven of fifteen sewer manholes could be identified
and determined with required accuracy. These manholes were located on the roads and
pavements, being on the mobile platform route. In table 8 manholes are placed ascending
according to accuracy (first seven manholes – figure App2 are these close to the mobile
laser scanning instrument).

Apart from sewer manholes, a similar phenomenon was noted in the case of pave-
ment curbs, sewage grates, and other road infrastructure objects. This means that for
objects located on the roads (including for the road surface) and in the immediate vicin-
ity of roads, low residuals and vertical values are obtained. Additionally, taking into
account the fact that an MLS point cloud for road infrastructure objects meets the ac-
curacy requirements for the 1st accuracy group for situational elements, it can be con-
cluded that an MLS point cloud constitutes one of the most important sources of spa-
tial data for the needs of creating documentation for the purposes of modernising the
road network, road routes inventories, creating cross-sections and longitudinal profiles
of roads.

Included in Table 7 is the “road cross-sections” class. While for the road infrastruc-
ture elements discussed above low vertical error values were obtained, the root mean
square error for the “road cross-sections” amounted to RMSEH = ±0.060 m. Individ-
ual points of cross-sections should be determined with high accuracy, because thanks to
them it is possible to obtain information on the direction of water flow during rain, as
well as to check whether there are any places where water can accumulate. In practice,
the error value would make it impossible to use the MLS data for producing cross-
sections. Nevertheless, it should be noted that it would be very time-consuming to de-
velop cross-sections for a long road stretch by means of classic surveying measure-
ments.

5. Conclusions

Today’s navigation systems and mobile remote sensing systems which allow the fast ac-
quiring object’s points are slowly displacing analogue and numerical maps produced by
traditional methods. Conducted analysis confirmed that mobile laser scanning systems
can be applied in some geodetic applications, especially in actualization or production
of base-map. The proposed OPEMSL values are close to the RMSE values calculated on
the basis of reference measurements. That means, it may be used in the future as no-
reference metric of the accuracy evaluation. The advantage of the developed accuracy
index is the ability to determine it without reference measurements, knowing the system
parameters and the resulting point clouds.
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The majority of object classes are characterised of a horizontal accuracy of
±0.060 m. The smallest accuracy was noted in the “trees” object class. Also the high-
est height error (RMSEH) was noted for the “building corners” class, with the value of
±0.073 m. This error value was due to i.a. inaccessibility of a given element, in which
case the lowest visible point was measured. Nevertheless, the most important conclu-
sion is related to elements that require accuracy height measurements (like manholes).
It is possible to acquire MLS point clouds with satisfying accuracy but, there is signif-
icant resolution condition, dictated by the distance from the object. If we would like to
ensure the required accuracy of height measurements (±3 mm for manholes), MLS mea-
surements should be taken at a distance of not more than 5 m, or if necessary, leveling
supplementary measurements could be made. Knowing scanning parameters instead of
reference measurements, OPEMSL index can be used.

Further analysis will focus on comparison of terrestrial, georeferenced static scan-
ners application with mobile systems in generating other geodetic products and applica-
tions like accurate 3D models of small areas or using laser scanning measurements in
structure deformation analysis.
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Appendix 1.
Examples of the elements and reference data points in one of the areas

Fig. A1. Examples of reference points

Fig. A2. Examples of localization of some of base-map elements


