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Abstract

Referring to the Guide tdhe Expression of Uncertainty in Measurement (GURMge paper proposes
theoretical contribution to assess the uncertaintgrval, with relative confidence level, in theseaof 1
successive observations. The approach is basetleo@hi-square and Fish distributions and the validity
proved by a numerical example. For a more detaitedy of the uncertainty evaluation, a model f@r pnoces
variability has been also developed.
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1. Introduction

As it is known, a random variablel characterizing the measurement process can be
associated with a measurement interval and, coesdgu with the quality of results,
therefore the measure. We introduce the confiddaeel that can be attributed to the
occurrence of each single event associated withvéin@bleM in the space of all possible
measurement resuIS={ My, <M <sm_, }

So, it is possible to assign the highest confiddaeel, equal to one by convention, when
we have the certainty th&t belongs td5, vice versa, the confidence level is minimum, équa
to zero by convention, when the valuesvbfio not belong t&.

Considering a subintervalml, my] of S it is possible to assign a probability to the
confidence level associated with the occurrendd of [m,, my).

From these assumptions, the random varidldleis characterized by a probability
distribution, that is a function of random evenkatt represent the probability that the
measurement belongs to one of the possible subatteof S, The probability distribution
associated witi is all that is known in the measurement interval.

According to the GUM [1, 2] we introduce:

PIM-E{M}[skuy}=H EM-kys M § N+ ky}= g (1)

Eq. (1) represents the probability that the meabuiie between its expected valiM }

plus or minus a quantity given by the product & steandard uncertainty,, and the coverage
factor k. The parametep, denoted as confidence level, should tend to onkave a high
value of the occurrence of an event.
The interval:
E{M}-ku, <M <E{M}+ku, )

Article history: received on Dec. 23, 2009; recdive revised form on May 26, 2010; accepted on Ju2010; available online on Jun. 16,
2010; DOI: 10.2478/v10178-010-0017-5.



www.czasopisma.pan.pl P@ N www journals.pan.pl
=
>

M. Catelani et al.: UNCERTAINTY INTERVAL EVALUATIOBING THE CHI-SQUARE AND FISHER DISTRIBUTIONS ...

represents the confidence interval and it can texpreted as that interval able to guarantee a
high probability that it contains a large numberpotsible values d¥l. Hence a rise of the
value ofp leads to an increase of the number of eventdiohwM is within the interval.

If the probability density functionf,, (m) of M is known, it is possible to evaluate the

confidence level by means of the following expressi

E{M}+k uy,
p= I f, (M) dm 3)

E{M}-k y,

It is now possible to indicate, explicitly, the nseeement result as “uncertainty interval”
associated with a measurand with an assigned edallevep.

So, if we suppose to know the probability density,distribution functionFy(m) is also
known, given by its integral. Therefore the unaettainterval with confidence levep is
defined by the equation:

Mo+a

P{m sMsm}=[ () de= F(m.)- £ B= . (@)

my

wherea is an appropriate value in the range [0, 1]. Theeexes of the interval within which
M is enclosed takes the name of quantiles of theilalition functionFy, and we have the
following relationship:

Fo(m,)=P{Msm}=a. (5)

2. Application of the Chi-square and Fisher wtribution to the estimation of the
uncertainty interval

As introduced in [3], taking again into accoumtindependent successive observations
(0,,0,,---,0,) and assuming each observation as a normallylisdd random variable with

expected valuen, and standard uncertainty, the chi-square distribution witm{L) degrees
of freedom can be represented by:

Xoa = —— (6)

i=1
n

being the mean of such variables

also normally distributed with mean valong and

2
. u
reduced varlanceni [4].

The uncertainty interval can be introduced by carém) the Chi-square probability
distribution with associated degrees of freedom. With the pre-arranged con@edavelp,
this interval is defined as:

P{X2<xl<xi.}=F(x%)-F(x?)=p )
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wherea is a value in the range from zero to-(); the extremes of the intervadcz, and,hz)m

are, respectively, the- and p+a)-quantiles of the distribution function 0)‘(3, whose
cumulative distribution is given by:

Fv(m)=P{x3srr}=rft(3 dz (8)

—-1
z° e_@ 0< z< 4.

221 ("j
2

A [B-quantile is anmg value so thatF, (m/;): [ . Such quantiles are tabulated for different

values of degrees of freedomcorresponding to the respectibut they can be obtained
more efficiently by means of specific statistictsaire.

Table 1 summarizes the results concerning the &ndpliof the uncertainty interval wiin
= 0.025 + 0.005 and = 1 + 100 according to Eq. (7). Consequently, foistograms of 10
random generated observed values for differentedesgof freedom fitted with Gaussian
distribution can be obtained, as shown in Fig. dr. €ach case, the mean and the standard
deviation are also computed [3, 6].

where: f, (z) =

Table 1. Uncertainty interval amplitude in functiofw anda.

v X 5.025 /Y§975 X 5.005 X995

1 0.000982 5.024 0.0000393 7.879

2 0.0586 7.378 0.01 10.597

5 0.831 12.832 0.412 16.750
10 3.247 20.483 2.156 25.188
20 9.951 34.170 7.434 39.997
50 32.357 71.420 27.991 79.490
100 74.222 129.561 47.328 140.169

The ratio of two independent chi-square varial@esh divided by its respective degrees of
freedom, is a random variabE;/l,,,2 defined as follows:

2
X”l/'/l, 0<F, <+, (9)
X2 v,

Vi Vs

F(v.v,)=

The probability density function df_',/ly,,2 can be represented by:

I'[(V1 +|/2)/2] m/A-t
f v, — Vi/2,, V,/2 )
(m’ I/1 VZ) r (V1/2) r (Vz/ 2) Vl V2 (v1m+ VZ)(V1+Vz)/2 (10)
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a)DOF = 1
b) DOF =5
c) DOF = 20
d) DOF = 100

Fig. 1. Four histograms of 1@andom generated observed values for differentedsgof freedom (DOF)
fitted with Gaussian distribution. Mean and staddaeviation is also computed in each case.
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It can be observed that the distribution is asymimeind, in this case, th&quantiles
mg(v1.v) defined as:

mﬂ(Verz)

P{ F(v,v,)< mﬁ(vl,vz)} = j f(mv,v,) dmeg. (12)

0
. . . . 2 — 2 2 2 _ 2 2

This can be verified, considering thag¥;., =x. +X,, and Xeyor =Xe, =X,

Therefore it is possible to write the following egpsion:

1

my (Vl’VZ) ' (12

My-p) (vov1) =

3. Numerical examples

The numerical example presented in this sectioastahkto consideration the evaluation of
the number of wrong words transmitted in an autammatasurement system. In Table 2 the
number of wrong words acquired in six different @isgion phases for two qualified error
levels, equal to 8 and 9 LSB respectively, is shown

Table 2. Experimental wrong words measurement .

# Test Wrong words in 10 samples | Wrong words in 10 samples
(8 LSB) (9 LSB)
1 77 2
2 76 4
3 64 3
4 86 2
5 71 8
6 61 4
Total number of 435 23
wrong words

The following values for both the mean and variamaee been calculated:
Variable Mean Variance

wrong words 8LSB 72,50 84,30 ()
wrong words 9LSB 3,833 4,967 ()

The idea behind this example is that if the stashdi@viation of the population is unknown
in the calculation of the confidence interval foetwrong words mean of a high-dimension
sample, it can be replaced with the sample standiewhtion [3-5]. Therefore it can be very
useful to determine confidence intervals for thearece and standard deviation, because in
many practical applications the interval estimafionthe variancer? and standard deviation
o of the population are based on the sample varigreed the sample standard deviation

So if we assume a normal distribution for the papah of random variables that represent
the wrong words transmitted, l@xtracting samples of size (with n = 6) it is possible to

1)st

write the Chi-square distribution, considering Egas y° :(n—_2

1
This is an important hypothesis because it leadsldal confidence intervals in non-

symmetrical distribution. Using distributions withe same tail areas and indicating w%h
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the area of each tail (see Fig. 2), the confidentarval for the variance of the population,
with a confidence level, as percentage, equal te (0)- 100%, is defined as:

_1)\e2 _1\2
(n :ZL)sl <g?< (n 21)51 _ 31
X Xia

2

0.12

01t

0.06F

004

0.02f

0

0

2 ny 2
Xl(.( /\.0:
2 B}
2

Fig. 2. A detail of the Chi-square distribution atsltails, used in this example.

For a confidence level equal to 95% and a degrekeeflomv =6-1=5, we obtain

)(12_5 = X075 = 0831 and )(; = Xoos =12832 Consequently, recalling Eq. 13, we
2 2

deduce the following confidence interval for theplation variance in terms of wrong words

and confidence level of 95% a32.85< g7 < 505.42; 5.780,< 22.48] <60,<

From the results so obtained it is possible to oles¢hat the interval, with the above
mentioned confidence level, is quite wide: thiglige to the fact that the sample dimension,
for this particular experiment, can never be toghhiwhich obviously would allow us to
reduce the interval size. A possible solution isléarease the confidence level to 90% with
the aim to find a compromise between the interwalethision and the correlated confidence
level.

Another frequent situation is represented by twubtations with variances unknown.
However, if the sample variances are known, itassible to compare the variances of two
populations, always assuming a normal distribution the two populations and that the
samples, with size equal b andn, respectively, can be extracted independentlyothicing

the sample variances a$ and s; respectively, withs? >s3, the Eq. (9) can be written as

/o
2
S2/02

, that is arf distribution with parametens, =n, -1 ev, =n, -1.

Using, also in this case, distributions with theedail areas and denoting Wi-%—‘l the area

of each tail, the confidence interval for the rabetween the variances of each population,
with a confidence level equal to €la)- 100%, is defined as:
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2 2
%Fi<_12<§Fi_ (14)
S > S o

NIR

For a confidence level equal to 95% and two degreesfreedom respectively

v, =6-1=5 and v, =6-1=5, respectively, we obtainFl_ = Fo975 = 0140 and
2

F, =Fgos = 7146,

N

From Eq. 14, it is possible to evaluate the comfageinterval for the ratio of the variances

concerning two populations in terms of wrong wondih a confidence coefficient of 95%:
2

2375<i<12123 154% < 11700 2%< 1
Ul 02 0-2

Also in this case, the interval dimension could fogher reduced, not increasing the
sample size, which proves quite complex in thistipalar experimental condition, but
decreasing the coefficient to 90%, in order to faxd optimal relationship between interval
dimension and confidence level.

4. A statistical model for the process variability

As an application ofF, , distribution, the paper takes into consideratioa #xample

presented in the GUM par. H5, [1].

Let us consider a set ofrepeated observations throughout each day andsepat such
a set is reproduced in the followimgdays. We denote ag the random variable associated
with k-observation throughout thedlay.

The model adopted can be represented as:

:m0+ij +Tj j:l...,m; k:l...,n
\/_JZZ\/ik/n:%+§+ T with G.=3 G, /n (15)
V. ZVD/m M, +G.+T.  with ?_:iaj/m; T=37/n

Gk and T; denote the random errors, with expected values, z&hich distinguish
respectively the variability within a day (withirarability) and the variability between days
(in periods of time such as, for example, weeksntimg years — between variability). We
hypothesize as normal the distribution of the mosielthat:

G, =N(0.62): G =N(0.62/n): T, =N(0.62): G o+ T, =N(0,02 /n+ 02)
Gy = N(0.02/nm); T,= N(0,62/m)
G+ T,= N(0,62 /nm+ a2 /m)

|| @G’I

(16)

Due to the hypothesized independence among thewaltiesms, the random errors of the
model are independent also in their mutual behavior
Consequently, we deduce the following property:
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Mk VD) is independent frorh/JD and therefore fronG , (17.1)
V Vm) is independent fronV and therefore fronG +T (17.2)

Now it is possible to consider the following eqoati

Z": 6/,1( _\TD)

k=1 JG

n G2 6
z > - 2 = :ij,n _/\/12,1 :ij,n—l (18)
k=1 JG Je/n

with the Chi-square associated wjittlay andv degrees of freedom.

Summing up Eg. (18) with respect jtobearing for the property’(vzw2 :)(Vz1 +XV22

m

that Z)(%,n_l =X?T(n—1) due to the independence from day to day and digitly the degrees
=1

of freedomm(n-1), we assume:

m n 2
,2 k:l( ) _ 2 ety (19)

m(n-1) *m(n-1)

Taking into account thaE{)(f} =V, we can observe that the first member of Eq. (49) i

an unbiased estimat@2 of 2, being E{52} = o2.
Again, we introduce another important quantityt ika

] e I I S

j=1 — _ — — 12 =2 ’ 20
Gneo? | ainea? [aRjneor]m A A TAme (0
where the property 17.2 has been taken into account
By analogy with Eq. (19) we can introduce the qitgnt
m ,__ =\ 2
Z(V jD_VUﬂ) 2 2
=1 _ &4_02 A (21)
m-1 n ' |m-1

affirming that the first member represents an usdzleestimator oﬁ“fczhag} .
n

Considering the estimators of Eqgs. (19) and (219, aan also introduce an unbiased
estimatorg? for o2, as:

0~_T2 — = _ =1 k=1 . (22)

Recalling the variablé=, , defined in Eq. (9) and considering the unbiasetinesors of
Eq. (19) and (21), the random variatilg, can be represented as:
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2

9o 4 g2 5
F(m[n-1], m-1) =0 _—G (23)
o: G . .o
n O

In the particular case where the contribution dfween-group variability (from day to
day) is null, thereforezﬁ2 =0, Eg. (23) can be simplified as:

~2
F(m[n—l],m—l):ﬁ. (24)
G T

Eq. (24) can also be useful to test the hypothesibe insignificance of the variability
from day to day ¢7 =0). For this purpose, in Eq. (24), the estimatoessarbstituted by the

corresponding values obtained in any specific nreasent. If the value of, , (-, - ) so

obtained is superior to 0,9fuantile of theF, , distribution (for example), it allows to reject

the hypothesis and therefore to maintain that @u@alility from day to day is statistically
significant with a risk of 5%.

5. Conclusions

The aim of this paper is to estimate the uncemainterval, in the case of inherent
variability of the measurement process, using @Qoiase and Fisher distributions, that have
not yet found a role in the GUM [1] as well as supplement [2].

Simulations with a software that generates randalues observed for different degrees of
freedom and some practical examples were also aleeelin order to prove the theoretical
approach.

In addition, the cases of within and between valitgthave been also studied, assuming a
model for the process variability associated with tbservations in different days. A test to
assess the significance of the daily variabilityotigh the use of the distributions introduced
in this paper complete this work.
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