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Abstract
The paper presents a novel implementation of a time-to-digital converter (TDC) in field-programmable
gate array (FPGA) devices. The design employs FPGA digital signal processing (DSP) blocks and gives
more than two-fold improvement in mean resolution in comparison with the common conversion method
(carry chain-based time coding line). Two TDCs are presented and tested depending on DSP configuration.
The converters were implemented in a Kintex-7 FPGA device manufactured by Xilinx in 28 nm CMOS
process. The tests performed show possibilities to obtain mean resolution of 4.2 ps but measurement
precision is limited to at most 15 ps mainly due to high conversion nonlinearities. The presented solution
saves FPGA programmable logic blocks and has an advantage of a wider operation range when compared
with a carry chain-based time coding line.
Keywords: time-to-digital converter, time coding line, time interval counter, digital signal processing, field-
programmable gate array.
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1. Introduction

Precise time-to-digital conversion is widely used in many different areas. Particle and nu-
clear physics [1, 2], laser range finding [3], ultrasonic flow measurement [4], positron emission
tomography [5] or time and frequency distribution [6] are just merely selected examples where
it is applicable. Electronic circuits that perform this task are called time-to-digital converters
(TDCs). The TDCs are widely implemented with the use of field-programmable gate array
(FPGA) technology. The main advantages of this technology are lower cost and shorter time-to-
market comparing with the use of application-specific integrated circuits (ASICs). In the past the
FPGA was defined as a device that is built from three main types of elements, i.e. (1) I/O blocks,
(2) a matrix of programmable logic blocks and (3) routing resources placed between them. In gen-
eral, it is still true but nowadays there can be found in it lots of additional dedicated functional
blocks, such as phase or delay locked loops (PLL or DLL, respectively), serializers/deserializers,
digital signal processing (DSP) units, hard processors, memory blocks, etc. Some of them greatly
facilitate the implementation of TDCs, e.g. PLL/DLL can easily generate a multiphase clock [7],
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a block memory is often used to store calibration data [8] and a hard processor can process raw
measurement data as well as provides common communication interfaces [9].

In the literature a vast amount of works related to FPGA TDC implementation can be found
in recent years [5, 8–25]. The vital element of most high-performance TDCs are picosecond-
resolution tapped delay lines [26]. A time coding line (TCL) directly converts a single delay
buffer propagation time into measurement resolution. This design is commonly implemented in
FPGAs with the use of carry chain elements that are often the core part of a programmable
logic block [27]. Several methods were proposed to deal with carry chain-based TCL conversion
nonlinearities as well as to improve resolution beyond buffer propagation time, e.g. a tuned delay
line [11, 22], multiple TCLs [10, 13] or a wave union [12, 24, 28]. A Vernier method employs two
delay lines with slightly different propagation times and can be implemented using, i.a., FPGA
routing resources [29, 30]. A variant of the method is the one using two oscillators of different
frequencies [15]. The difference between low-to-high and high-to-low delay element propagation
times is used in the pulse shrinking method [21, 31]. The mentioned methods are vulnerable
to process, voltage and temperature (PVT) variations, but can provide outstandingly low mea-
surement uncertainty. When PVT resistance or logic resource saving is expected more than the
picosecond resolution and measurement uncertainty, the PLL can be used to create a multiphase
clock. The multiphase clock is then used in a user-defined circuit implemented in programmable
logic to perform time-to-digital conversion [7, 20, 32]. Similar functionality is provided also by
another dedicated block, the serializer/deserializer, that is commonly implemented as a part of
FPGA I/O buffers [33–36].

Regardless a vast amount of FPGA-based TDC circuits the use of DSP blocks in this context is
a new concept. The DSP blocks contain, i.a., fast adders whose output can be directly connected
to registers. Thus, this structure seems to be suitable to implement a high-resolution TDC. First
works regarding this topic have been published very recently [37, 38] and this paper presents the
results obtained in independently and simultaneously performed research.

2. DSP slice configuration

A typical DSP operation is called multiply-and-accumulate (MAC). Such an operation com-
putes the product of two numbers and adds that product to the accumulator. In hardware it is
implemented as a multiplier followed by an adder and a register. In an FPGA device the MAC
operation can be performed using programmable logic blocks. However, this solution either con-
sumes a lot of logic resources or provides low processing speed. The response of the main FPGA
device manufacturers (mainly Xilinx and Intel, formerly Altera) to fast signal processing was to
place dedicated DSP blocks in a chip. Modern FPGA devices can contain even thousands of DSP
blocks that can be either connected in series to perform operations on wide data buses or work in
parallel to speed up the processing. While the detailed DSP block structure may differ between
manufacturers and chip generations, the core elements such as the multiplier, adder and register
are rather common.

The typical digital way of TDC implementation employs a tapped delay line and a register
and is known as the time coding line (TCL). One signal (start) propagates along the delay line and
the other (stop) causes latching of the register flip-flops states. The first signal reaches subsequent
register flip-flop data inputs with the delay equal to a single delay line buffer propagation time.
Thus, the number of flip-flop outputs that store logic states “1” is proportional to the time
difference between active edges of start and stop signals. The result is then represented in the
unary code (thermometer code). However, in modern TCL solutions, especially implemented in
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FPGA devices, it is hard to achieve strictly this code [11, 13]. Looking carefully at different tapped
delay line architectures used in TDCs [25] one may conclude that it is important to obtain a possibly
high number of output codes whose occurrence is evenly spread in the converter measurement
range. Such reasoning has led to the creation of, e.g., the BOUNCE architecture [39]. Therefore,
a delay line can be implemented as any kind of one-input multiple-output combinational circuit
that directly transmits an input signal to outputs but with different propagation times for each
output tap. Following this reasoning, a binary adder with one data input set to the maximum value
(logic states “1. . . 1”) and another one connected to the start signal (one bit that changes from
logic state “0” to “1”) is also applicable as a delay line. Thus, the fast DSP adders that can be
directly connected to the registers look perfect for the TCL implementation.

In Kintex-7 FPGA, manufactured by Xilinx, the basic DSP element is called the DSP48E1
slice [40]. Its simplified structure along with configuration as a TDC is presented in Fig. 1. Each
DSP slice has four data inputs (A, B, C and D) and one data output (P), a 25-bit pre-adder,
a 25×18 multiplier and a 48-bit arithmetic logic unit (ALU). To speed up DSP operation pipeline
registers are placed after each combinational circuit as well as at the data inputs. Several DSP
slices can be cascaded using dedicated connection paths. While there are two data-paths and three
DSP slice outputs that provide the cascade capability, only one path (ACIN-ACOUT) enables to
connect several DSP slice adders or ALUs and bypass pipeline registers (the other connections
are not shown in Fig. 1. for simplicity). Thus, this path is suitable to implement a long-range
delay line for the start pulse. The DSP slice configuration is supported by software tools, such as
Xilinx LogicCORE DSP48 Macro, making TDC implementation convenient.

a) b)

Fig. 1. A simplified DSP48E1 slice [40] configuration as a TDC with the use of ALU (a) or a pre-adder (b).

In this paper two DSP slice configurations are considered as TDC. In both configurations the
start signal is connected to the first bit of data port A and then propagates along the ACIN-ACOUT
path to neighbouring DSP slices. In the first configuration (Fig. 1a) the ALU operates as a 48-bit
adder and all nets of data port C are set to logic high (“1”). In the second configuration (Fig. 1b)
a pre-adder is employed and all nets of data port D are set to logic high (“1”). In both designs the
occurrence of the start pulse causes overflow in the adder. The time to change the logic states on
the adder outputs differs giving various output codes depending on the measured time interval.
While the detailed pre-adder and ALU hardware structures are unknown to the FPGA designer,
in terms of TDC implementation it is important to obtain a possibly high number of output codes
evenly distributed over a narrow operation range. An advantage of the solution with ALU gives
a possibly higher resolution due to a wider data output (48-bit in comparison to 25-bit with the
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pre-adder). The question is how evenly are the output codes distributed over the TDC operation
range and how sophisticated are the data-paths in the pre-adder and ALU. The more sophisticated
path from the start input to the register flip-flops, the worse measurement precision due to jitter
added to the measured signal by each element in the signal path.

3. Time interval counter design

The DSP TDCs were implemented and tested as an interpolator circuit in an integrated time
interval counter shown in Fig. 2. The main counter counts subsequent periods of a clock signal
(TCLK) in the continuous mode. The clock signal frequency is set to 700 MHz (TCLK ≈ 1.429 ns).
An input signal is synchronised in a double synchronizer with the clock signal. Then, it causes
storing the main counter content in the related channel register and is used as a stop signal in the
DSP TDC. Simultaneously, the input signal is distributed through a delay line to the DSP TDC as
a start signal. The delay line is used to compensate the double synchronizer delay. The delayed
input signal propagates along DSP slice carry path (ACIN-ACOUT, Fig. 1) causing a change in
the pre-adder or ALU output states from logic “1” to “0”. The changes on a particular pre-adder
or ALU bits reach inputs of flip-flops in the pipeline registers with different delays. The pipeline
registers detect and store the number of bits which have changed their logic state to “0” before
the stop signal appeared. A zeros-counter converts raw DSP TDC data (output P) into a natural
binary code. The number of output P bits that store low logic state is proportional to the length
of the time interval measured in the interpolator. The data stored in the channel register, in the
form of the number of full clock periods counted in the main counter, is the coarse part of the
measurement result (Tcoarse). The output of DSP TDC converted in the zeros-counter is the fine
part (Tfine), measured in the range of the clock period. These data are then processed in a code
processor [13, 18] to calculate a measurement result as Tcoarse × TCLK − Tfine with picosecond
resolution. The final result is stored in a FIFO memory and can be read by a control computer.
Both counter channels are designed in the same way.

Fig. 2. A block diagram of the integrated time interval counter.

The measurement data are provided in the form of timestamps, i.e., time moments of input
pulse occurrence with regard to the virtual time scale created by the main counter [13, 18]. The
main counter size is 28 bits and is driven by a clock of 700 MHz frequency. This enables to create
about 383 ms-long time scale. Then, the main counter overflows and starts to count from the
beginning. The time intervals between particular input pulses can be calculated as a difference
between selected timestamps.

The Tfine value serves as the address input to a memory built in the code processor block
[13, 18]. During initialization (counter calibration) the memory is filled up with the result of
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the statistical code density test (SCDT) [41]. Then, during measurement, Tfine indicates the
memory address where the actual interpolator transfer characteristic value is stored. This proce-
dure minimizes the influence of DSP TDC integral nonlinearities on the time counter accuracy
and precision.

The DSP TDC operation range has to be at least equal to the clock signal period. It was
experimentally tested that the measurement resolution is either 4.2 ps (ALU) or 8.1 ps (pre-
adder). In both cases there can be generated 340 and 176 output codes, respectively. While the
DSP slice output bus width is either 48-bit or 25-bit (output P, Fig. 1) at least seven DSP slices
have to be connected in series to build the TDC. Taking into account voltage and temperature
drift, the TDC was implemented with the use of ten DSP slices. This size provides the overall
operation range of about 2 ns (10 × 48 × 4.2 ps or 10 × 25 × 8.1 ps) and is crucial during the
design implementation in the FPGA.

4. Implementation issues

The Kintex-7 FPGA takes advantage of the Advanced Silicon Modular Block (ASMBL)
architecture created by Xilinx [42]. The idea is that the chip is divided into several columns of
different kinds of logic, such as configurable logic blocks (CLBs), DSP slices, memory blocks,
I/O ports, etc. A large size of modern FPGA chips, in terms of logic resources, forces the necessity
to use extensive clock distribution networks. These networks further divide programmable logic
resources to several areas called clock regions. A clock skew along a single clock region is only
several picoseconds. However, it can reach even tens of picoseconds at the border of clock regions.
The clock network is often used to distribute the stop signal with a possibly low skew to all register
flip-flops. The difference between propagation times of the TDC start and stop signals to two
successive flip-flops in TCL determines the size of quantization step width (bin size). A large clock
skew may result in a loss of transfer function monotonicity or the existence of so called ultra-wide
bins (UWBs) [27]. Thus, as a rule of thumb, the designers try to shorten the TDC tapped delay
line length to fit a single clock region. The commonly used carry chain-based TDC implemented
in one clock region of the Kintex-7 device provides an operation range of about 2.2 ns (200 carry
multiplexers with a mean propagation time of 11 ps each). A similarly implemented DSP TDC,
i.e. in the full range of the clock region, has about twice as wide operation range (4 ns).

5. Experimental tests

5.1. Test setup

The designed DSP TDC was implemented and tested in the measurement module of MTC 108
multichannel time interval counter (Fig. 3) [18]. The module provides i.a. a low-noise power
supply, a high-frequency clock generator based on a low-jitter programmable digital frequency
synthesizer and a built-in square-wave generator for calibration purposes. The FPGA device was
reprogrammed to implement the presented integrated time interval counter design (Fig. 2). Input
circuits form the steep edge of measured input pulses and standardize their amplitude. A stable
10 MHz clock signal (0.5 ppm) from the temperature-compensated crystal oscillator (TCXO)
is used in the synthesizer to produce a 700 MHz clock signal for the integrated counter. The
square-wave generator is used to perform calibration procedures with the use of SCDT [41] and
the code processors. The code processor unit automatically processes the data obtained from the
SCDT and calculates the DSP TDC transfer function.
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Fig. 3. The test setup.

Reference time intervals are produced by a programmable time interval generator TIG 101
[43]. Generator outputs ST and SP produce pulses that correspond to the beginning and the end
of time intervals, respectively. These pulses are then measured by integrated time interval counter
channels A and B. Most tests were executed in the laboratory conditions with ambient temperature
of about 21◦C. For the temperature tests the MTC 108 counter was placed in a climatic chamber
PL-2J (Espec).

The tests were executed for three time interval counter designs that differ as to the TDC used.
A single carry chain-based TCL was implemented (TDCcarry) as a reference design [13, 27]. This
design employs the well-known TDC architecture built with the use of 200 fast carry multiplexers.
The second and third designs differ in the DSP slice configuration described in Section 2 (Fig. 1)
and – depending on DSP logic resources used – they will be further referred to as TDCpre-adder
and TDCALU.

5.2. Resolution and nonlinearities

After the design start-up the code processors automatically execute the statistical code density
test using 2 × 106 measurement samples generated by the square-wave generator. Then, the
code processor memory stores the data that represent DSP TDC bin sizes and transfer function.
The results for three different TDC designs are presented in Fig. 4, where LSB stands for least
significant bit and represents the resolution value.

The TDCALU has about 2.5 times better resolution (LSB = 4.23 ps) than the reference design
TDCcarry (LSB = 10.7 ps). However, the improvement is impressive only as long as nonlinearities
are not taken into account. While the TDCcarry consists of 200 carry multiplexers to fulfil the
measurement range requirement (at least 1.43 ns) with some margin, it needs to be implemented
in the full range of programmable logic block column in a single clock region. The clock network
crosses the region in the middle resulting in a bit longer carry multiplexers’ connection path
and, as a result, a bin larger than the other ones (the 101th bin, 30 ps large). The DSP TDC is
implemented in one half of the clock region bypassing this problem. However, in these designs
(TDCALU, TDCpre-adder) UWBs occur at every border of DSP slices (either every 48th or 25th bit)
and may reach up to 90 ps. On the one hand, the existence of many ultra-narrow bins (UNBs)
greatly improves resolution, but on the other – UWBs significantly reduce achievable precision.
The TDCpre-adder with 8.12 ps resolution and up to 33 ps wide UWBs is an intermediate solution
between TDCALU and TDCcarry.

Figure 5 presents differential nonlinearities (DNL) calculated for all three TDC designs.
In TDCALU about five sixth of bins are shorter than the LSB value and several bins are more than
5 times wider. The TDCpre-adder has more uniform bin sizes but still the DNL reaches high values
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Fig. 4. Bin sizes in TDCs based on the DSP’s ALU, the DSP’s pre-adder and the carry chain.

Fig. 5. Plots of differential nonlinearities (DNL) of TDCs based on the DSP’s ALU, the DSP’s
pre-adder and the carry chain.
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(2–3 LSB). In the TDCALU the DNLmax is 20.93 LSB and the standard deviation of the DNL
(σDNL) values is 2.48 LSB. In the TDCpre-adder the same parameters reach 3.08 LSB and 1.05 LSB,
respectively. A classic TDCcarry design, paradoxically known for relatively high nonlinearity, has
only two bins twice as wide than the mean value and “only” 0.46 LSB standard deviation of
DNL values.

Another parameter that can be used to directly compare highly nonlinear TDCs is called an
equivalent resolution. It was originally proposed by Jinyuan Wu and firstly described in the papers
[44, 45]. The equivalent resolution (weq) represents the capability of measurement precision that
TDC is able to achieve due to quantization noise and DNL, and is calculated as follows:

weq =

√√∑
i

*,
w3
i

W
+-, (1)

where wi is the i-th bin size and W is the total range of TDC. In the considered case W is equal
to the clock period TCLK = 1.429 ns. The weq calculated for TDCALU, TDCpre-adder and TDCcarry
is 40.8 ps, 19.3 ps and 13.8 ps, respectively. The DSP TDC based on ALU has at the same time
2.5 times better mean resolution and 3 times worse equivalent resolution. This has a significant
effect on TDC precision.

5.3. Process variation

The TDCs were implemented in several different columns of DSP slices. The resolution
changes depended on a selected location. The biggest differences were observed in the case of
TDCALU and weq. Fig. 6 presents bin sizes for an example of TDCALU implementation in three
FPGA programmable logic areas. The most interesting fact is that the widest UWBs (>90 ps)
occur at the border of only some DSP slices but not of all. Thus, it is possible to find the optimal
DSP location in a particular FPGA chip that maximizes resolution. In the selected Kintex-7 FPGA
device there are 6 columns of 100 DSP slices each, giving plenty of possible implementation
locations. While this process is cumbersome and time-consuming it may improve weq by about
20% in the case of TDCALU (from about 46 ps to 37 ps).

Fig. 6. UWB occurrence in the case of TDCALU implementation in 3 different columns of DSP slices.

5.4. Voltage and temperature sensitivity

The voltage and temperature tests were performed in two steps. First, the MTC 108 measure-
ment module was tested in the laboratory conditions with ambient temperature of about 21◦C and
the FPGA core voltage (Vcc) was changed from 0.970 V to 1.027 V with a 5 mV step. Then, the
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voltage was set to 1.027 V and the module was placed in the climatic chamber where ambient
temperature was changed from −10◦C to +70◦C with a 10◦C step. Actual core voltage values and
device temperatures were checked using an Xilinx Analog-to-Digital Converter (XADC) buil-in
the FPGA device. In each test the FPGA chip temperature was about 10◦C higher than ambient
temperature. Thus, the FPGA device was operating in the full range of allowed temperatures
(0◦C − 85◦C). The integrated time interval counter was calibrated at each core voltage and tem-
perature. Then, the mean and equivalent resolutions were calculated. The obtained results are
summarized in Fig. 7.

Fig. 7. The voltage and temperature influence on the mean and equivalent (weq) resolutions of TDC.

When Vcc increases, the mean and equivalent resolutions of the reference design (TDCcarry),
improve by about 10% (from 11.9 ps to 10.7 ps and from 15.3 ps to 14.2 ps, respectively).
However, the temperature change has a negligible influence on its resolutions. While DSP TDCs
have higher resolutions, they are more vulnerable to both voltage and temperature variations. It is
especially observed on weq. Through FPGA core voltage manipulation weq of TDCALU can be
improved by about 30% (from 52 ps to 37 ps) and in TDCpre-adder by about 20% (from 23 ps to
19 ps). Thus, it is recommended to use the possibly highest Vcc value (in the selected FPGA
device the allowed core voltage is 1 V± 3%). The temperature rise of 80◦C improves weq of DSP
TDCs only by 3 ps (TDCALU) and 1 ps (TDCpre-adder).

5.5. Measurement uncertainty

Measurement uncertainty results from systematic and random errors [46]. The systematic
errors represent the discrepancy between the measurement result and the true value. It is mainly
caused by MTC 108 input circuit offsets and integrated time interval counter measurement signals’
paths. This is not strictly related to TDC implementation by itself, so it was not tested. The random
error influences counter precision defined as closeness of the agreement between the measured
quantity values obtained by repeated measurements. Assuming the proper board design, i.e. low-
noise power supply and input circuits, in modern interpolating time counters precision is mainly
limited by the TDCs used as interpolators.
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Figure 8 presents the obtained precision for three TDCs implemented in the integrated time
counter. The precision was calculated as a standard deviation of 1000 samples of time interval
measurements in a range from 100 ns (TIG 101 minimum operation range) up to 200 ms. Due to
a limited stability of the counter reference clock (10 MHz, TCXO 0.5 ppm) for time intervals
longer than 10 ms the precision deteriorates. The best precision, below 10 ps in a range of
up to 10 ms, is obtained in the reference design with a carry chain-based TCL. The use of
either TDCALU or TDCpre-adder results in 26 ps and 15 ps precision, respectively. The obtained
metrology parameters for both measurement channels (CH A and CH B) are summarized in
Table 1, including both differential (DNL) and integral (INL) nonlinearities.

Fig. 8. Precision of the TDCs based on the DSP’s ALU, the DSP’s pre-adder and the carry chain.

Table 1. Measurement performance of the designed TDCs.

CH
LSB w∗eq σDNL DNL INL σ∗∗TDC
[ps] [ps] [LSB] [LSB] [LSB] [ps]

TDCALU
A 4.2 40.8 2.48 [−0.96; 20.93] [−15.14; 31.54]

26
B 4.8 37.2 2.25 [−0.97; 18.32] [−26.42; 23.09]

TDCpre-adder
A 8.1 19.3 1.05 [−0.97; 3.08] [−7.48; 7.42]

15
B 8.4 19.3 11.03 [−0.97; 2.75] [−6.26; 6.11]

TDCcarry
A 11.1 15.2 0.51 [−0.96, 1,96] [−3.28, 3.80]

10
B 10.7 13.8 0.46 [−0.91; 1.77] [−2.75; 2.70]

∗weq – equivalent resolution,
∗∗σTDC – measurement precision calculated as a standard deviation of measurement samples.

6. Conclusions

A novel implementation of TDC in an FPGA device is presented. The proposed solution
employs DSP blocks and has advantages of high resolution (up to 8.1 ps and 4.2 ps, depending on
DSP slice configuration) and programmable logic resource saving. The DSP TDC implemented
in one FPGA clock region has about twice as wide operation range than a comparable carry
chain-based time coding line. Furthermore, DSP configuration is facilitated by software tools
making design implementation convenient.
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The main drawback of the DSP TDC is its very high conversion nonlinearity. The existence
of bins even 20 times larger than the LSB value leads to significant precision deterioration.
Paradoxically, the better precision is obtained in a solution with the lower resolution. The DSP
configuration with the use of a pre-adder gives 8.1 ps resolution and 15 ps precision while the
other configuration, with the use of ALU, gives 4.2 ps and 26 ps, respectively.

The proposed converter can be used as an alternative to easily implemented in FPGA device
solutions based on a multiphase clock. While each FPGA manufacturer has their own, unique DSP
block architecture, it would also be interesting to examine them in terms of TDC performance.
The further work will focus on the search of methods that can take advantage of existence of
many ultra-narrow bins on the TDC transfer function.
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