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#### Abstract

This paper proposes a method for offline accurate ball tracking for short volleyball actions in sport halls. Our aim is to detect block touches on the ball and to determinate accurate trajectory and impact positions of the ball to support referees. The proposed method is divided into two stages, namely training and ball tracking, and is based on background subtraction. Application of the Gaussian mixture model has been used to estimate a background, and a high-speed camera with a capture rate of 180 frames per second and a resolution of $1920 \times 1080$ are used for motion capture. In sport halls significant differences in light intensity occur between each sequence frame. To minimize the influence of these light changes, an additional model is created and template matching is used for accurate determination of ball positions when the ball contour in the foreground image is distorted. We show that this algorithm is more accurate than other methods used in similar systems. Our light intensity change model eliminates almost all pixels added to images of moving objects owing to sudden changes in intensity. The average accuracy achieved in the validation process is of 0.57 pixel. Our algorithm accurately determined $99.8 \%$ of all ball positions from 2000 test frames, with 25.4 ms being the average time for a single frame analysis. The algorithm presented in this paper is the first stage of referee support using a system of many cameras and 3D trajectories.
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## 1. Introduction

Sports video analysis has become an important topic owing to its wide spectrum of applications and potential commercial benefits. For most applications a ball is the focal point of interest, making ball detection and tracking the crucial elements of these systems. The most well-known sport video analysis application is Hawk-Eye system. It supports referees by determining 2D and 3D trajectories of a ball and providing animated replays of ball-court impact in tennis, volleyball and badminton, and while also utilizing detailed match statistics. Ball and player tracking can be used as aids in training and tactical analysis, with another system capability being the support of camera systems during broadcasts to assure the best transmission quality without losing ball image.

For various reasons, ball tracking in sport video is a troublesome task. Automatic ball tracking requires accurate determination of ball position but ball motion blur, the movement of the players and fans, and changing environmental conditions impede many solutions to this problem. The degree of influence from these factors mentioned above can vary for different sports.

[^0]Recently, many algorithms have been developed to track ball motion in sports video. Many of these first use colour thresholds to estimate field region; this is especially true for soccer [1-3]. The next stage of these algorithms is to detect lines, players, and referees, along with image noises based on object features like size, colour, and shape. There are often several possible ball candidates in images when using these methods. Potential trajectories are created using Kalman filter verification [4]. Finally, a real ball trajectory is chosen from all potential trajectories. This approach can be used only in sports with a large field area and under assumptions of no changes in field colour range and lack of similarity between ball and field colours. A similar algorithm proposed by Seo [5] is based on field estimation but uses template matching to find both the ball and players on video. Since finding the ball in an image is more difficult than finding players, the position and bounding box of the ball are manually initialized at the start time. Estimation of field region by colour threshold is inadequate to conditions in sport halls.

Some algorithms used machine learning to track ball. Ji [6] proposed algorithm based on Adaboost. He tracked table tennis ball with low speed camera. For feature extraction he used Local Gradient Patterns. Speck [7] used Convolutional Neural Networks to track ball in Robocup Soccer. However, to create accurate algorithm for ball tracking with the use of machine learning the training dataset should be very large and containing many possible ball images,
including occlusion and other possible scenarios during a volleyball match. In addition, each ball (with other colours or pattern) should have its own dataset.

Liang [8] proposed an algorithm based on ball colour, however this algorithm is not resistant to external conditions that change ball colour, i.e., ball blur.

The algorithm proposed by D'Orazio [9] uses directional Circle Hough transform to track the ball in a soccer game. Their results are inaccurate when the ball is occluded or there are objects similar to the ball on video. Additionally, ball blur also impedes ball detection.

Some ball tracking algorithms are based on background subtraction. The main idea of these algorithms is to estimate the background of a video, and on the basis of this background, to detect the foreground (in other words, detect changes in the video). There are many methods of background subtraction, and the easiest and fastest of these is to calculate the differences between all pixels of two images. Chen [10] based his algorithm on simple frame differencing. After movement detection, he chose ball candidates by checking object features. On each image there could be several ball candidates, so a few possible trajectories are first generated, and at the end of the video, the final trajectory is chosen. Trajectory is approximated with a second degree polynomial. Audio event detection (referees' whistles or players' spike sounds) is added for more accurate results. A similar approach is proposed in another algorithm [11], but ball trajectory is described using a physical model. Chen [12] uses the Positive Frame Difference Image method to track the movement and trajectory of a baseball. In this algorithm, frame differencing is based on the sign and value of pixel difference. This is because a baseball bright white and the intensity of the ball in a frame should be higher than that of the background pixels. Several algorithms [ 13,14 ] use variation of frame difference method based on three-frame differencing [15]. Ohno [16] proposed an algorithm using frame differencing and field region estimation to track the ball in a soccer game; however, this algorithm tracks a player with the ball rather than ball itself.

Gomez [17] proposed an algorithm to track a beach volleyball based on the previously mentioned Chen [11] method, however their method tracked players, as well. They also proposed using frame differencing to determine ball positions on images to estimate background, and Gaussian mixture-based algorithm [18] to track players. A Gaussian mixture model background estimation algorithm is useful as it is adaptive to dynamic changes such as camera motion and changes in light intensity.

Ekinci [19] used a median filter to create a background image to detect a tennis ball on video. In this method, each background pixel is calculated as a median value of all frames.

An algorithm with a double approach is proposed by Ariki [20] to detect the position of a soccer ball. First, background subtraction is performed. Next, the image is compared with a ball template using cross-correlation. The ball template is prepared manually in advance. This method is called global search. When previous ball coordinates are known, ball positions are searched by using a particle filter. This stage of the algorithm is called local search. When the ball is lost on video, global search begins again.

Many of the tracking algorithms are based on Particle Fitler. Cheng [21] proposed approach with ball size adaptive tracking window, a ball feature likelihood model and an anti-occlusion likelihood measurement based on Particle Filter for improving the accuracy. However, deleting some camera information with low likelihood makes the particles unstable [22]. Approaches based on Particel Filter are much less accurate when size of the ball becomes very small or when its colour appears different from original, because the number of particles reduces drastically which leads to failure of the tracker. When the ball merges with similar appearing colour background or player, the particles assigned to the ball are distributed over both the regions.

Wang [23] used eigen-background subtraction [24] to extract the foreground pixels for ball tracking in several sports. He presented an approach whereby players are tracked first, an algorithm decides which player is in possession of the ball, and player trajectories are then used to achieve real ball tracking. Maksai [25] proposed a generic algorithm to modelling the interaction between the ball and the players while also imposing appropriate physical constraints on the ball's trajectory. To detect the ball, he used an SVM [26] to classify image patches in each camera view based on Histograms of Oriented Gradients, HSV colour histograms, and motion histograms. To detect the players, he proposed algorithm based on a Probability Occupancy Map.

The algorithms listed above are not accurate enough to meet the criteria for effectively supporting referees in volleyball matches. These criteria are ball touch detection and ball impact placement (on or off the field). Excessive exposure time causes blur and extension of ball contour, and in these instances the determined position of centre of the ball is not accurate. Camera capture frequency should be high to minimize distance between two identified ball centres on two subsequent frames, as this increases the accuracy of detection of trajectory changes. Problems of motion blur, low camera frequency, and significantly noisy ball contour all affect final ball trajectories, and the increased influence of these factors decreases the precision of determined ball positions and the accuracy of referee support.

In this paper the authors propose a solution to the problem of offline accurate ball tracking tested on real short actions in volleyball videos. The goal of our research is to aid volleyball referees in making decisions concerning block touches and ball out events. To reach this goal (especially block detection, which is based on ball trajectory changes) determined 2D ball positions (and eventually 3D coordinates calculated from 2D positions) must be highly accurate, the number of frames for which ball positions were not designated must be low. The success of this approach is hindered by specific environmental conditions that occur in sport halls, especially light intensity changes.

The novelty of our approach is the application of a Gaussian Mixture Model [18] background estimation algorithm enriched in order to reduce noise in foreground images. This algorithm reduces the effect of light intensity changes and was validated on both simulated and real sequences.

The proposed ball tracking algorithm uses only 2D image sequences from one camera. Our goal is to support referees using a system comprised of cameras placed along the volleyball court, and 3D trajectories determined from the 2D image sequences mentioned above. Each camera will independently analyse 2D sequences using the proposed algorithm.

## 2. System design

A stationary camera is situated on the side of the court at a height of 2.5 m and a distance of 5 m from the external line of the court.

5 m is the minimum distance in accordance with volleyball regulations [27], and a greater distance would cause less accurate determination of ball positions. The ball has a suitable surface for high accuracy tracking. The camera's field of view captures half of the volleyball court. The camera location is shown in Fig. 1.

Our system must accurately detect slight changes in ball trajectory for reliable block detection. To avoid influence of motion blur, short exposure times were employed. The maximum recorded ball speed was $130 \mathrm{~km} / \mathrm{h}$. , and exposure time was set to 0.7 ms .2 .5 cm is the maximum motion blur for these values, which is $12 \%$ of the ball diameter. In this case motion blur would not a significantly affect ball contour.


Fig. 1. Aerial view of the location of the camera and its field of view.

A high speed camera is used to enhance the precision of ball tracking. Because of the high speed of the ball, the camera frequency is set to 180 frames per second, as this speed produces a satisfactory relation between time of analysis and intervals between two subsequent ball positions. For this frequency, the maximum distance between ball positions in two subsequent frames was of 20 cm , which is equal to the ball diameter. This frequency also allows for intervals between balls on subsequent frames that allow for the detection of block touches. Larger distances would increase the likelihood of missing block touches. The camera captures images with a resolution of $1920 \times 1080$, and the ball can be clearly seen. With lower resolution, the accuracy of determined ball positions decreases owing to a less spherical ball shape and increased blur.

The established maximal average time of analysis of one frame is 30 ms , which is equal to an analysis of 180 frames (one second of video) in 6 s . This assumption allows the time of analysis of short volleyball actions to be short enough to aid referees online.

## 3. Ball tracking algorithm

The proposed algorithm is divided into two stages. The first stage is a training stage, where background and light change models are created based on $\mathrm{N}=20$ first frames of the analysed sequence, and background is estimated using a Gaussian mixture model (GMM) [18]. Calculated foregrounds are highly noisy because of light intensity changes present on each frame. These are caused by the flashing of fluorescent lamps proportional to the supplying current frequency. Image acquisition for tests was carried out with value of frames per second higher than the supplying current frequency in the sport hall. To eliminate this problem, an additional model for light changes was created. This additional model finds and removes pixels assigned to the foreground owing to their change of intensity on an image and leaves pixels related to moving objects.

In the second stage of the algorithm, resulting foreground images are analysed for ball detection. This analysis is based on contour, shape, size, colour and previous ball positions. The ball trajectory is then updated, and ball positions are interpolated as needed. Only one ball position per actual frame is added to the trajectory. Using predicted positions allows for analysis only of a fragment of the next frame.

Template matching is carried out if there are previous ball positions, but the ball was not detected on the current image. The used ball template is determined automatically from previous frames. The block diagram of the proposed method is shown in Fig. 2.

### 3.1. Background subtraction and light changes model

For background estimation a Gaussian mixture model [18] algorithm was employed. This algorithm is adaptive to dynamic changes of environmental conditions, however fluorescent lamps are used in many sport halls and flashing of these lamps causes uneven illumination of the pixels on processed images. The intensity of the pixels changes with every frame, and as such every foreground image is very noisy even when using high number of Gaussian mixtures. Examples of intensity changes for one pixel are shown in Fig. 3. The intensities of pixels were calculated according to the following formula:
$\mathrm{I}=0.299 \cdot \mathrm{R}+0.59 \cdot \mathrm{G}+0.11 \cdot \mathrm{~B}$

The maximum difference of intensity between two consecutive frames is equal to 83 . To solve problem of light intensity changes on consecutive frames, a novel model is proposed. This model is employed as a complement to estimated background. The proposed algorithm assumes that each pixel has only two possible ranges of values: bright range $B$ and dark range $D$. These ranges contain information about previous values of Hue (H), Saturation (S) and Value (V) from the HSV colour space for each pixel. The model for each pixel of image has 12 values: 6 for bright range, and 6 for dark range. These values are maximal and minimal values of $\mathrm{H}, \mathrm{S}$, and V .
$R(x, y)=\left\{\begin{array}{l}\left\langle H_{\text {minb }}, H_{\text {maxb }}\right\rangle,\left\langle S_{\text {minb }}, S_{\text {maxb }}\right\rangle,\left\langle V_{\text {minb }}, V_{\text {maxb }}\right\rangle \\ \left\langle H_{\text {mind }}, H_{\text {maxd }}\right\rangle,\left\langle S_{\text {mind }}, S_{\text {maxd }}\right\rangle,\left\langle V_{\text {mind }}, V_{\text {maxd }}\right\rangle\end{array}\right.$

Values of ${ }_{b}$ index are the ranges for bright range and values for ${ }_{d}$ index are the ranges for dark range. The assumption of equality of S ranges between the dark and bright ranges were made for the simplicity of calculations, and this did not significantly affect the resulting model.

The light intensity changes model is created as follows:

1 For the first few frames, the average values of $\mathrm{H}, \mathrm{S}$ and V are calculated for each pixel. These average values are then added as limits to all ranges of the light changes model.
2 For each new frame first $S$ values of ranges are changed according to actual $\mathrm{P}(\mathrm{x}, \mathrm{y})$ pixel values:


Fig. 2. Algorithm scheme.


Fig. 3. Graph showing pixel intensity changes for fragment of the real sequence.
$S(x, y)_{\operatorname{minb}}=P(x, y)_{S}$, if $P(x, y)_{S}<S(x, y)_{\operatorname{minb}}$
$S(x, y)_{\operatorname{maxb}}=P(x, y)_{S}$, if $P(x, y)_{S}>S(x, y)_{\operatorname{maxb}}$
$S(x, y)_{\text {mind }}=P(x, y)_{S}$, if $P(x, y)_{S}<S(x, y)_{\text {mind }}$
$S(x, y)_{\operatorname{maxd}}=P(x, y)_{S}$, if $P(x, y)_{S}>S(x, y)_{\operatorname{maxd}}$

3 In the next step, actual pixel $\mathrm{P}(\mathrm{x}, \mathrm{y})$ is added to the proper range. Actual pixel value V is key to determining the range to which the pixel will be added. If pixel value $V$ is lower than $V_{\text {maxd }}$, then the pixel is considered to be a dark range pixel. If pixel value V is higher than $\mathrm{V}_{\text {minb }}$, then pixel is considered to be a bright range pixel.
$\left\{\begin{array}{l}P(x, y) \in \text { bright range, if } P(x, y)_{v}>V(x, y)_{\min b} \\ P(x, y) \in \text { dark range, if } P(x, y)_{v}<V(x, y)_{\operatorname{maxd}}\end{array}\right.$

4 If the actual pixel belongs to bright range, then the $H$ and $V$ values of bright range are updated according to the following equation:

$$
\left\{\begin{array}{l}
H(x, y)_{\operatorname{minb}}=P(x, y)_{h}, \text { if } P(x, y)_{h}<H(x, y)_{\operatorname{minb}}  \tag{5}\\
H(x, y)_{\operatorname{maxb}}=P(x, y)_{h}, \text { if } P(x, y)_{h}>H(x, y)_{\operatorname{maxb}} \\
V(x, y)_{\operatorname{minb}} \text { not changed } \\
V(x, y)_{\max b}=P(x, y)_{v}, \text { if } P(x, y)_{v}>V(x, y)_{\max b}
\end{array}\right.
$$

5 Similar to point 4, if the actual pixel belongs to the dark range, then the H and V values of the dark range are updated as follows:
$\left\{\begin{array}{l}H(x, y)_{\text {mind }}=P(x, y)_{h}, \text { if } P(x, y)_{h}<H(x, y)_{\text {mind }} \\ H(x, y)_{\text {maxd }}=P(x, y)_{h}, \text { if } P(x, y)_{h}>H(x, y)_{\operatorname{maxd}} \\ V(x, y)_{\text {mind }}=P(x, y)_{\nu}, \text { if } P(x, y)_{v}<V(x, y)_{\text {mind }} \\ V(x, y)_{\text {maxd }} \text { not changed }\end{array}\right.$
6 If $P(x, y)_{v}$ is equal to $V(x, y)_{\text {maxd }}$ and $V(x, y)_{\text {minb }}$, then the $H$ values for both ranges are updated using the first two equations from Eqs. 5 and 6.

The $V_{\text {maxd }}$ and $V_{\text {minb }}$ pixel values are equal from the first step of model creation. These values do not change in the model creation. The light intensity changes model is only the additional utility for correcting foregrounds detected by background estimation algorithm. Comparing the model and foreground images allows for the removal of pixels assigned to foreground owing to their change of intensity. After background subtraction is performed, every pixel that is attached to the foreground image is checked according to the following equation:
$\left\{\begin{array}{l}P(x, y)=0, \text { when } P(x, y) \in B \vee P(x, y) \in D \\ P(x, y)=1, \text { otherwise }\end{array}\right.$
In the event of a small similarity between ball and background colours, all final model ranges can be increased by adding small values to them. Subsequently, the light changes model more effec-


Fig. 4. Template matching example.
tively removes pixels in foregrounds that were added owing to their change of intensity.

The first N frames of videos are treated as training images for every new sequence. For videos with volleyball actions, $N=20$ was adopted. After the training stage, the light intensity changes model is not updated to shorten processing time. For short volleyball videos $\mathrm{N}=20$ is enough to create an effective light changes model.

### 3.1.1. Ball position

Ordinarily, a few moving objects can be found on determined foreground images. Ball recognition is necessary to define ball position, therefore filters based on shape, size, and colour are employed to filter out segmented moving objects other than the ball. Only one ball position is determined for every frame, as this reduces analysis time.
3.1.1.1. Size filter. Owing to changes in distance between ball and camera, ball size differs in each frame. Ball size also changes when the ball is merged on a foreground image with another moving object, i.e., a player. Segmented moving objects are filtered out if their size is within the range $\left\langle S_{\min }, S_{\max }\right\rangle$, where $S_{\text {min }}$ is the minimum and $S_{\text {max }}$ is the maximum size. Range values were determined during test sequence processing.
3.1.1.2. Shape filter. A shape filter is based on the maximum threshold of the ratio between minimal area of circle defined by the contour of an object and a segmented moving object area. The threshold value was set as $T_{R}=1.6$.

In most papers authors encounter the problem of the distorted shape of a ball caused by rapid motion. In our tests, a high-speed camera with frame rate of 180 frames per second and low exposure time is used. This virtually eliminates motion blur of a moving ball.
3.1.1.3. Colour filter. This filter is based on the HSV colour space. Colour calibration of the ball is determined based on a test sequence using a flying ball. Hue, Saturation, and Value maximum and minimum values are obtained as a result of this calibration. Each segmented moving object is checked by counting pixels with HSV values beyond the threshold range.

If, after the filtering process, there is more than one ball candidate object, then the contour with the smallest ratio described in the Shape Filter will be chosen as the ball. Other objects' positions are not tracked.

### 3.1.2. Template matching

On certain frames, the ball position cannot be determined. This can be caused by noise in foreground image or by another moving object which distorting the ball contour. In these situations template matching is employed. In the proposed algorithm, two types of templates are used. The first type is a whole ball template, and the second is comprised of templates of each quarter section of the ball, separated by horizontal and vertical lines. All templates are updated for every frame on which ball shape maintains the ratio threshold described in the shape filter below. Templates in this algorithm are determined as a rectangle fragment of images with ball in them.

The whole ball template is sought in an actual frame using the normalized cross correlation method. Ball position is determined as coordinates of pixels with the highest match value, and this value must be higher than the established threshold. Alternatively, every ball quarter template is matched in a frame. Only those quarter templates for which match value is higher than threshold are chosen. The ball center for each quarter template is calculated by using appropriate displacement of coordinates of the pixel with the highest match value. If there are less than two quarter templates for further analysis, then the ball position is not found in the actual frame. If there are more viable quarter templates, then the algorithm is checks for similarities between coordinates of the ball center calculated for every accepted template. If these similarities are sufficiently numerous, then ball position is calculated as the average value of the coordinates for the accepted quarter templates. This template matching example is shown in Fig. 4. Template matching is used only when ball positions are predicted for an actual frame, and this process is described in next paragraph.

## 4. Trajectory update

Trajectory is updated with each new ball position. Second degree polynomials are created using the least square method to approximate the flight path of the ball and the $x$ and $y$ coordinates of frame number (additional $y(x)$ is used in block detection). The $x$ coordinate corresponds to the column index of the camera image, and the y coordinate corresponds to a row number. Based on this, a polynomial ball position prediction is made. Because only one ball candidate is tracked, the amount of data from the frames to be analysed is reduced by using the region of interest in the images. The size of the region of interests is dependent on the average ball size in previous frames.


Fig. 5. Block analysis example. Blue point is considered as a block touch point.


Frame Number
Fig. 6. Block analysis example. Blue point is not considered as a block touch point.

The ball flight path is divided to several polynomial approximations separated by sudden changes in trajectory. If new ball position lags behind calculated prediction coordinates, then this position is attached to new trajectory. If two trajectories have been incorrectly separated, they are compared and merged. When in any trajectory there are gaps, the ball positions are interpolated based on the determined polynomials. Impact coordinates are calculated as a point of polynomial intersection.

### 4.1. Block touch detection

Block touches can be detected from 2D trajectories. To determine whether the ball touched the blocking player, changes in ball trajectory are examined. A search for these changes begins only when the ball is near the net. Whole block analysis is carried out on original ball positions from foregrounds without interpolated and changed coordinates. A block touch is detected when more than $\alpha$ next ball original positions differ (in the same direction) from predicted positions with a value greater than the established threshold. For our tests we set the value of $\alpha$ as 7 . For lower values, block detection is less accurate and repeatable. Higher values do not change accuracy of block detection. Extrapolated ball positions for frame gaps greater than 7 are sometimes inaccurate, even for actions without block touch. First, trajectory is created based on 7 original ball positions, as this is the minimum value for which approximated trajectory is accurate and stable enough to detect blocks. Next, each subsequent original position is compared with predicted positions from an extrapolation of this trajectory. If the original ball position fits this trajectory it is added as a continuation of flight of a ball. After adding this new (continuous) ball position to the current trajectory, new polynomials are calculated. If the new ball position does not conform to the original trajectory, it is
checked as a possible instance of a block touch. Next 6 original positions are checked to fit with the original trajectory polynomials. If 5 of them do not fitting the polynomials, the conclusion is that a block touch has occurred. These original positions are compared to the positions extrapolated from the $\mathrm{y}(\mathrm{x})$ and y ("frame number") polynomials. Only those polynomials were used, as the y axis of the camera was analogous to gravity in a real world scenario. Block touches change ball trajectory in this direction (in most cases). The estimated threshold $\mathrm{T}_{\mathrm{b}}$ for the difference between predicted and real positions is set to 1.5 pixels. The first point of a block search has smallest threshold, equalling ${ }_{5}^{4} T_{b}$.

If, for a new ball position, one of coordinate functions [ x (frame number) or y (frame number)] changes its derivative sign (and direction), then this point is considered an impact point and not a block point. In these cases new trajectory is created for the following 7 positions.

Block analysis is presented in Figs. 5 and 6. Green points are points on which the trajectory of the ball is approximated and then extrapolated. The orange line represents the approximated trajectory. Blue points are points at which the distance between one coordinate of the actual and extrapolated (predicted) points is higher than $\frac{4}{5} T_{b}$, and is therefore the point of a suspected block touch. Next, points are checked without trajectory approximation. In Fig. 5 five next points have distance greater than $T_{b}$ value, yet only one lies near the approximated trajectory. This indicates as the occurrence of a block touch.

In Fig. 6, one point lies near the approximated trajectory and one has a distance higher then $\mathrm{T}_{\mathrm{b}}$, but is directionally opposite to the approximated trajectory when compared to other points. Two points are negating a block touch, therefore this point cannot be considered as the point of a possible block touch. As such, it is added to the ball trajectory, which is approximated anew and the next point is analysed.

Table 1
Types of noise simulated in each synthetic sequence.

| Sequence number | Type of noise |
| :--- | :--- |
| 1 | No noise |
| 2 | Ball obscuration |
| 3 | Motion blur |
| 4 | Light intensity changes |
| 5 | Moving background |
| 6 | All type of noise listed above |

## 5. Results and discussion

In order to assess the accuracy of the ball tracking method proposed in this paper, the authors compared it with other methods based on background subtraction. Algorithms based on frame differencing [10-14,16] and median filters [19] have been chosen as most accurate and commonly used solutions. We have tested both methods based on frame differencing, namely simple frame differencing [ $10-12,16$ ] three-frame differencing [ 13,14$]$. The results for these methods are similar, however frame differencing has been proved to be more accurate. For this reason, we will only include results for this method. Our comparison is divided using two datasets, one real and one synthetic. Algorithms proposed by Chen et al. [11] and Ekinci et al. [19] have been chosen for comparison. For each tested algorithm, the filters described in the Ball Position section were used to filter segmented moving objects other than the ball. Similar filters are used in all methods.

Both algorithms chosen for comparison generate several potential ball trajectories, therefore the trajectory closest to the optimal ball trajectory is chosen. This approach is a result of many foreground contours potentially being recognized as the ball. For each test sequence, the only round moving object is the ball. There should be only one possible ball candidate in the foreground image. Therefore, an algorithm identifying the true ball trajectory from possible trajectories was not included in this comparison.

### 5.1. Synthetic data

In first test stage, the authors sought to confirm the accuracy of determined ball positions. Real sequence is lacking accurate reference ball positions, and manual determination of ball positions on images is encumbered with an error rate $+/-2$ pixels. To solve this problem, 6 synthetic sequences with a flying ball were prepared. For frames of these sequences every ball position (in pixels) is known. On each sequence there are various types of noises, which are presented in Table 1.

The first synthetic sequence contains only a ball flying above the court. In the next sequence the ball is obscured either partly or completely by inserting rectangles in half of the frames. In to distinguish these rectangles from the background, they appear and disappear suddenly in sequence images. These rectangles obscure the ball in a manner similar to live action volleyball players. In the next video, motion blur is used to blur the shape of the ball. We use a motion blur equal to $12 \%$ of the diameter of the ball, and equivalent to a flying speed of $130 \mathrm{~km} / \mathrm{h}$ on images from a live camera. In the fourth sequence, two light sources are added above the court. These sources change in intensity to mimic lighting conditions in a real sport hall. Changes of intensity were measured in a real sport hall and corresponding values were added to the synthetic sequence. Next, video with moving people is inserted as a background for the entire sequence. Another impediment in this sequence is background (video) colour that is very similar to one of three colours on the ball. For the final sequence, all noise types described above were added. Every prepared sequence has 200 frames and the ball is present on 170 of these frames. One frame of last synthetic sequence is shown in Fig. 7. In Tables 2 and 3,


Fig. 7. Example frame of synthetic sequence (grey rectangle is ball obscuration noise).
the results of these tests are presented. For all algorithms the light changes model was used and no of parameters were changed.

The results from synthetic data show that the algorithm proposed in this paper clearly has the highest rate of ball detection. Only in the second, fifth, and sixth sequences were some ball positions were not accurately determined from the images, and after trajectory analysis most of these were interpolated. In the second and sixth sequences, the ball was completely obscured in some images, making determination of its position impossible without interpolation. For the other compared methods fewer ball positions was determined, and this resulted in the inability to interpolate certain whole trajectories of ball flight. For the fifth and sixth sequences only, our algorithm determined enough ball positions to approximate whole ball trajectory.

Our results show that the differences between positional accuracy for tested algorithms were minimal, and our algorithm produced the smallest error average for both x and y coordinates in total. Determined ball positions for the sixth sequence produced the highest error values, and this was caused by the fusion of all noise types. The maximum error value of ball position for our algorithm was of 5.50, but these error values are rare and single. The highest error values for each sequence are for frames on which ball is near the image edge. It is caused by distortion of the modelled camera, and not a circular ball image due to camera perspective. The frame differencing method produces the smallest maximum error value. It is caused by very small number of determined ball positions for fifth and sixth sequences. Errors value for interpolated positions was higher in comparison to errors from ball positions determined directly from images, especially for bigger gaps between determined positions.

### 5.2. Real data: block detection

Block touch detection was checked in the second stage. Authors have chosen 12 real sequences where ball was fired with high speed from special cannon used in volleyball trainings. In front of the cannon man was standing with his hands up like in block action. This situation is presented in Fig. 8. On half of the sequences ball touches block and on the others ball flies near and above player fingers. At prepared sequence, if ball touched the player, it was only a slight contact with player fingers, not when a block touch occurs using the entire hand. 110 is the average amount of frames in these sequences. These sequences were recorded in sport hall where fluorescent lamps are used. A light intensity is differs for each frame. Block detection was carried out in forward and backward directions. For forward detection the beginning of block touch analysis

Table 2
Total results of tests for all synthetic sequences.

|  | Frame Differencing | Median Filter |  | GMM + Template Matching |
| :--- | :--- | :--- | :--- | :--- |
| Ball positions determined | $69.22 \%$ |  | $96.27 \%$ | $99.80 \%$ |
| Ball detection from images | $59.12 \%$ |  | $66.96 \%$ | $81.96 \%$ |
| Coordinate |  |  |  |  |
| Average error [pixel] | 0.79 | 0.50 | x coordinate | 0.51 |

"Ball positions determined" is equal to percentage of ball positions determined from images or by interpolation and extrapolation.

Table 3
Results of tests of accuracy for each synthetic sequence.

| Seq. Nr. |  | Frame Differencing |  | Median Filter |  | GMM + Template Matching |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Coordinate | x coordinate | y coordinate | x coordinate | y coordinate | x coordinate | y coordinate |
| 1 | Avg. Er. / Max Er. | 0.27 / 2.56 | 0.30 / 1.19 | 0.39 / 2.51 | 0.18 / 1.37 | 0.45 / 2.51 | 0.17 / 1.12 |
|  | $\mathrm{B}_{\text {pd }} / \mathrm{B}_{\text {pdi }}$ | $100 / 97$ |  | 100 / 100 |  | 100 / 100 |  |
| 2 | Avg. Er. / Max Er. | 0.59 / 3.26 | $0.81 / 3.59$ | 0.69 / 3.69 | 0.78 / 3.57 | 0.49 / 2.71 | 0.36 / 3.19 |
|  | $\mathrm{B}_{\text {pd }} / \mathrm{B}_{\text {pdi }}$ | $100 / 51$ |  | $100 / 51$ |  | $100 / 90$ |  |
| 3 | Avg. Er. / Max Er. | 1.67 / 3.85 | 0.52 / 2.22 | 1.85 / 3.77 | 0.55 / 2.27 | 1.80 / 3.60 | 0.50 / 1.68 |
|  | $\mathrm{B}_{\mathrm{pd}} / \mathrm{B}_{\mathrm{pdi}}$ | 98 / 94 |  | 99 / 96 |  | 100 / 100 |  |
| 4 | Avg. Er. / Max Er. | 0.34 / 2.59 | 0.31 / 2.44 | 0.44 / 2.75 | 0.26 / 2.15 | 0.41 / 2.59 | 0.21 / . 27 |
|  | $\mathrm{B}_{\mathrm{pd}} / \mathrm{B}_{\mathrm{pdi}}$ | 100 / 94 |  | 100 / 96 |  | 100 / 100 |  |
|  |  | 1.94 / 2.28 | 0.67 / 1.98 | 0.94 / 4.33 | 1.08 / 3.18 |  | 0.89 / 3.20 |
| 5 | $\mathrm{B}_{\mathrm{pd}} / \mathrm{B}_{\mathrm{pdi}}$ | 10 / 10 |  | 99/35 |  | $99 \text { / } 49$ |  |
|  |  | $3.33 / 3.59$ | 0.44 / 1.48 |  | 0.87 / 3.06 |  | 1.12 / 4.26 |
| 6 | $\mathrm{B}_{\mathrm{pd}} / \mathrm{B}_{\mathrm{pdi}}$ | $7 / 5$ |  | $78 / 24$ |  | $99 \text { / } 53$ |  |

Avg. Er. - Average error in pixels; Max Er. - Maximal error in pixels; $\mathrm{B}_{\mathrm{pd}}$ - Percentage of determined ball position; $\mathrm{B}_{\mathrm{pdi}}$ - Percentage of determined ball position directly from images.


Fig. 8. Scene for block detection analysis.
is at the first determined ball position and for backward detection it is at the last ball position. A block touch is confirmed if both methods detect changes in trajectory. Situation where only one method of analysis detected a block touch are called block suspicion, which is regarded as non-detection of a block touch.

Results of block touch analysis for each algorithm are shown in Table 4. An additional light intensity changes model was not used for any method, including our own. Results with this model are presented in Table 5. We chose to use the additional light changes model for all algorithms. This allowed us to compare background subtraction methods as well as the light changes model.

Block detection for algorithms without the light changes model was ineffective, as the number of detected ball positions was too small. Only for our algorithm the number of determined ball coordinates on the image was high enough to begin block touch analysis. This was caused by using template matching. However, ball positions were too inaccurate to detect block touches correctly. After
applying the light intensity changes model, the detection of both the ball and block touches greatly improved. Our method proved the most accurate, however the differences between the results for each method were minimal. Our method failed to detect a block touch in one sequence only.

The differences between predicted trajectory and determined trajectory for block detection were also quite small, and the average difference for the sixth position after block detection was equal to 2.8 pixels.

### 5.3. Light changes' model

To show the influence of the light changes' model, we presented results from the fourth synthetic sequence with and without the model in Table 6.

It is clear from comparing results that the light intensity changes model significantly increases detection of moving objects for short sequences. Most pixels that were added to foregrounds owing to the change of light intensity were removed. This improves ball detection efficacy and accuracy. Real moving objects are not removed from foreground images even when their colour is similar to the background colour.

For the frame differencing method, determination of threshold values for background subtraction was difficult. For small values, most pixels were added to the foreground images. For higher values, ball contour was very fragmented. In comparison, we have used small values.

Another problem in framed differencing was the imposition of a fragment of the ball with the same colour on the next two frames. This resulted in inaccurate determination of ball contour on foreground images for this method, as some pixels in the centre of the image were assigned as background pixels (pixel values change only slightly in the next two frames). For the algorithm presented in this paper and for the median filter method, fewer pixels were assigned to the foreground images owing to changes in their intensity. However, for frames with significant intensity changes most pixels were designated as a moving object. After light

Table 4
Results of block detection for algorithms without light intensity changes model.

|  | Frame Differencing | Median Filter | GMM + Template Match |  |
| :---: | :---: | :---: | :---: | :---: |
| Sequence with block touch | Correct $\sqrt{ }$ | To less detected ball positions to start block analysis | To less detected ball positions to start block analysis | 4 |
|  | Miss $\times$ <br> (block suspicion) | - | - | $\begin{aligned} & 2 \\ & (1) \end{aligned}$ |
| Sequence without block touch | Correct $\sqrt{ }$ | To less detected ball positions to start block analysis | To less detected ball positions to start block analysis | 4 |
|  | Block Detection $\times$ <br> (block suspicion) | - | - | $\begin{aligned} & 2 \\ & (0) \end{aligned}$ |
| Ball detection on images |  | 6.57\% | 42.26\% | 76.37\% (53.58) |

"Ball detection on images" is equal to percentage of ball positive detection on images. The percentage of ball detection with participation of template matching is presented in brackets.

Table 5
Results of block detection for algorithms with light intensity changes model.

|  | Frame Differencing | Median Filter | GMM + |  |
| :---: | :---: | :---: | :---: | :---: |
| Sequence with block touch | Correct $\sqrt{ }$ | 4 | 5 | 5 |
|  | Miss $\times$ | 2 | 1 | 1 |
|  | (block suspicion) | (1) | (0) | (1) |
| Sequence without block touch | Correct $\sqrt{ }$ | 5 | 5 | 6 |
|  | Block Detection $\times$ | 1 | 1 | 0 |
|  | (block suspicion) | (3) | (2) | (3) |
| Ball detection on images |  | 93.83\% | 94.58\% | 99.46\% (2.76) |

"Ball detection on images" is equal to percentage of ball positive detection on images. The percentage of ball detection with participation of template matching is presented in brackets.

## Table 6

Percentage of determined ball positions from images for fourth sequence with and without light changes model.

|  | Frame <br> Differencing | Median Filter | Mixture of <br> Gaussians + Template <br> Matching |
| :--- | :--- | :--- | :--- |
| With model | 94 | 96 | $100(4)$ |
| Without model | 0 | 17 | $86(52)$ |

The percentage of ball detection with the participation of template matching is presented in brackets.
changes model filtering on foregrounds, only real moving objects remained visible. The effect of using an additional light changes model is shown in Fig. 9. The influence of each foreground creation step is presented in Fig. 10. These images were captured during tests on real sequences. For enhanced visibility, we showed only fragments of the original background and foreground images containing ball shape. After using region of interest, the number of pixels analysed decreased by $99,98 \%$, from $1920 \times 1080$ to $66 \times 66$. However, the foreground image, after using region of interest, was still very noisy. Comparing the light changes model with the foreground image removed 1007 of the pixels added to foreground, reducing their number from 2496 to 1489 . After using the light changes model ball shape became clear. It follows from this figure that using both region of interest and the light changes model improves the algorithm with respect to analysis time and accuracy of ball position.

### 5.4. Global system parameters

During our research we tested different system parameters. These parameters were: N - the number of training frames, $\mathrm{T}_{\mathrm{R}}$ the threshold of the ratio between minimum areas of circle defined as the contour of an object and segmented moving object, and $\mathrm{T}_{\mathrm{b}}$ the threshold of the difference between predicted and real positions in block detection.


Fig. 9. Effect of light changes model use (a) Original frame from camera, (b) Foreground image after background subtraction, (c) Corresponding foreground image after background subtraction and analysis with light changes model - only ball shape is left.


Fig. 10. Final foreground creation stages.

Table 7
Percentage of determined ball position directly from image for synthetic sequence with light intensity changes (sequence 4) for different number of training frames.

| N | 10 | 15 | 20 | 25 | 30 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| FD | 64.7 | 90.6 | 93.5 | 93.5 | 93.5 |
| MF | 88.2 | 92.9 | 95.9 | 95.9 | 95.9 |
| GMM | $100(12.4)$ | $100(7.1)$ | $100(4.1)$ | $100(4.1)$ | $100(4.1)$ |

FD - Frame Differencing algorithm, MF - Median Filter algorithm, GMM - Gaussian Mixture Model with Template Matching. Percentage of ball detection with participation of template matching is presented in brackets.

Table 8
Results of tests of accuracy for different TR values for algorithm based on Gaussian Mixture Model and template matching.

| $\mathrm{T}_{\mathrm{R}}$ | 1.4 | 1.5 | 1.6 | 1.7 | 1.8 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{~A} . \mathrm{Er}$. | 0.68 | 0.58 | 0.57 | 0.60 | 0.61 |
| $\mathrm{~B}_{\mathrm{pd}}$ | 71 | 87 | 100 | 100 | 100 |
| $\mathrm{~B}_{\mathrm{pdi}}$ | 61 | 77 | 82 | 86 | 89 |

A. Er. - Average error for both coordinates in pixels; $\mathrm{B}_{\mathrm{pd}}$ - Percentage of determined ball position; $\mathrm{B}_{\mathrm{pdi}}$ - Percentage of determined ball position directly from images.

## Table 9

Percentage of correct block touch detection depending on Tb threshold for all of the tested algorithms with light changes model.

| $\mathrm{T}_{\mathrm{b}}$ | 1.3 | 1.5 | 1.7 |
| :---: | :---: | :---: | :---: |
|  | 69 | 83 | 75 |

Tests results for the influence of these parameters on the accuracy of ball (or block) detection are presented in Tables 7-9.

Results from Table 7 show that 20 is the optimal number of training frames. For smaller numbers of training frames, the light changes model removes fewer pixels added to foreground images, as previously mentioned. For training frame numbers of training frames and higher, there is no change in the percentage of ball detection.

The most accurate results were for $\mathrm{T}_{\mathrm{R}}=1.6$. This value is optimal with respect to average error of ball positions and ball determination percentage. The percentage of determined ball positions (with interpolation) was the same for $\mathrm{T}_{\mathrm{R}}=1.6,1.7$, and 1.8. For value higher than 1.6 there is a risk of determining ball position when ball is partly obscured without using template matching. It can cause inaccurate ball position determinations, i.e. when the ball is obscured by fingers of player during a block, which would disturb ball trajectory in a key moment for block detection. For $T_{R}$ values lower than 1.6 results are less accurate, and this is due to a larger number of interpolated points, and a lower number of determined ball positions.

Results on the influence of $\mathrm{T}_{\mathrm{R}}$ values for algorithms based on frame differencing and median filtering were similar.

Results from Table 9 show that the highest block detection percentage was for $\mathrm{T}_{\mathrm{b}}$ value equal to 1.5 .

Table 10
Time of analysis for algorithms without light intensity changes model.

|  | Frame Differencing | Median Filter | GMM+Template <br> Matching |
| :--- | :--- | :--- | :--- |
| $\tau_{1}[\mathrm{~ms}]$ | 11.6 | 15.8 | 18.2 |
| $\tau_{2}[\mathrm{~ms}]$ | 37.8 | 42.3 | 32.1 |
| $\tau_{3}[\mathrm{~ms}]$ | 31.4 | 36.4 | 29.1 |

$\tau_{1}$ - time of analysis of one frame at training stage (background model creation), $\tau_{2}$ - time of analysis of one frame at ball tracking stage, $\tau_{3}$ - average time of one frame analysis.

Table 11
Time of analysis for algorithms with light intensity changes model.

|  | Frame Differencing | Median Filter | GMM+Template <br> Matching |
| :--- | :--- | :--- | :--- |
| $\tau_{1}[\mathrm{~ms}]$ | 28.8 | 33.9 | 35.6 |
| $\tau_{2}[\mathrm{~ms}]$ | 19.9 | 26.1 | 22.4 |
| $\tau_{3}[\mathrm{~ms}]$ | 22.1 | 28.1 | 25.4 |

$\tau_{1}$ - time of analysis of one frame at training stage (background model creation), $\tau_{2}$ - time of analysis of one frame at ball tracking stage, $\tau_{3}$ - average time of one frame analysis.

Table 12
Time of analysis of one frame at ball tracking stage for algorithms with light intensity changes model and without using region of interest.

|  | Frame Dif- <br> ferencing | Median Filter | GMM + Template <br> Matching |
| :--- | :--- | :--- | :--- |
| No Region of Interest 40.7 ms 43.0 ms 44.1 ms <br> With Region of <br> Interest 19.9 ms 26.1 ms | 22.4 ms |  |  |

### 5.5. Time of analysis

In this section the authors presented the time of analysis for each method. In Tables 10 and 11, time of analysis is shown respectively with and without the light intensity changes model. These results are taken from tests on 2500 frames (synthetic and real), run on a computer equipped with an Intel Core i7-5820 K 3.30 GHz and 64 GB of RAM.

Time of analysis was similar for all methods, with fastest being the frame differencing method, and the algorithm based on the median filtering method the slowest. Ordinarily, this method is faster than GMM background estimation algorithm method, however for our algorithm a greater number of ball positions were detected. This resulted in the frequent use of region of interest from predicted positions. In those cases, the number of pixels to analyse falls from $1920 \times 1080$ to about $70 \times 70$ for frame. To show how region of interest reduces the time of analysis times of ball tracking without position prediction are presented in Table 12.

In our method, the time of analysis for one frame using the light intensity changes model and background creation is longer than in the ball tracking stage. That being so, the training stage uses only
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first 20 frames, so therefore this does not significantly affect the time of whole sequence analysis.

## 6. Conclusions

In this paper, we presented an algorithm for accurate ball tracking using the additional light changes' model which is based on the range of HSV values of every pixel of the image create from first frames. The proposed method was tested using both real and synthetic data. Results show that in sport halls with fluorescent lamps, algorithms without our light intensity changes model cannot accurately determine enough ball positions to approximate actual ball flight. This model significantly reduces the influence of light intensity changes and allows for accurate determination of most ball positions directly from frame images.

Comparisons on synthetic data have shown that our algorithm produces an average of ball position accuracy of approximately 0.57 pixels for all sequences. This accuracy is high, particularly taking into account effect of noise present in all sequences. Such accuracy should allow for precise support of referees in volleyball games.

Tests on real data show that block detection using only 2D images is possible based on few trajectory changes. Our algorithm correctly determined block touch presence or absence for 11 out of 12 sequences. High accuracy of determined ball positions is required to detect block touches, and our algorithm produced the highest efficacy and accuracy for block touch determination of all considered methods

The algorithm proposed in this paper has high percentage of accurate ball position determination. A combination of a Gaussian mixture model, the additional light changes model, and template matching allows for accurate determination of ball positions on $90 \%$ of images. Other positions are mostly interpolated. For all tests, our algorithm lost only 2 positions on start of the ball trajectory. Other algorithms do not produce such precise ball trajectory approximations.

Additionally, time of analysis was reduced by using region of interest on images based on predicted positions. Ball flight analyses for short volleyball videos takes acceptable amounts of time to support referees, even when using high-speed cameras.

In the future work, 3D coordinate calculations will be implemented to further increase accuracy. Trajectory in 3D will allow for the analysis of the coordinates of ball impact. This added capability would provide full support for referees in volleyball games.
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