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Abstract. This article proposes an analytical model of a system with priorities servicing a mixture of different elastic traffic streams. The model 
presented in the article was developed as the extension of earlier works published by the authors. It utilizes the concept of equivalent bandwidth 
and then, following bandwidth discretization, uses the dependencies introduced on the basis of the assumptions adopted for the generalized 
Kaufman-Roberts formula and for the model of a full-availability group with traffic compression. The article presents a possibility of using 
the proposed model to model the radio interface in a multi-service mobile network and provides an example of the above with the interface of 
an LTE network. Since the proposed model is an approximate one, the results of the calculations are compared with the results of simulations. 
A comparison of the results confirms an acceptable level of accuracy of the model. The model can be successfully used in the analysis and 
design of links and nodes of telecommunication and computer networks.
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SPECIAL SECTION

1.	 Introduction

Since early 1990s, the development of mobile telephony digi-
tal networks has intensified noticeably [1]. The pace at which 
changes are being introduced is prompted by general technolog-
ical advancement on the one hand, and by the evolution of new 
types of services and the subsequent interconnection between 
different operators and individual service providers (different 
telecommunication and computer networks) on the other. It is 
sufficient to say that the present-day mobile networks, or more 
broadly wireless networks, are in the vanguard of the changes 
that are to take place in the services offered to users of tele-
communication networks [2].
Along with the development of mobile networks and their 
more and more advanced technology, a need has appeared for 
a development of appropriate methods that would make effec-
tive estimation of the network traffic capacity possible. These 
methods allow network designers to develop new mobile net-
works and optimize those already existing. The methods can 
also be used to predict an economically viable and technically 
feasible extension of a network. The issues of the evaluation 
of traffic capacity become even more important and topical 
with multiservice networks, in which a provision of specific 
and welldefined quality of service parameters involves a large 
number of call classes. The quality of service in the pres-
ent-day mobile networks is frequently defined on the basis of 

the so-called system parameters [3]. Typically, the values of 
the KP indicators (Key Performance Indicator) [3] are used for 
their determination. The way KP indicators are defined, as well 
as their terminology and values, rests upon the producers and 
manufacturers of devices used in a given mobile network [3] 
and are set up on the initial stage of the running process of new 
device in the mobile network. In addition, system parameters 
can also be used to determine the GoS parameters (grade of 
service) and QoS parameters [2].

To evaluate traffic effectiveness of modern mobile network 
analytical models of multiservice systems, so-called multirate 
models are used. Although they were initially developed for 
narrowband and broadband integrated services digital networks 
[4–14], multi-rate models are currently also used to model wire-
less multiservice telecommunications networks, i.e. UMTS 
(Universal Mobile Telecommunications System) and LTE 
(Long Term Evolution) [2, 15–23].

In the case of multi-service models the assumption is that 
the resources required for a call of a given traffic class to be 
serviced are the multiple number of the so-called allocation unit 
(AU), that can be defined as the highest common divisor of the 
resources that are required (demanded) by calls that belong to 
all traffic classes offered to the system. The method for deter-
mining the basic allocation unit depends on the relevant type of 
a system with multiservice traffic to a description of which it is 
used. In the case of multiservice mobile networks, the alloca-
tion unit can refer to the real bitrate (in a 2G network) [24, 25] 
or the equivalent bitrate (in a 3G network) [6, 26], and addi-
tionally can also refer to the so-called noise-limited resources 
(radio interface of 3G/4G networks), where it is expressed in 
the percentage of the capacity of the radio interface [27, 28].
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On account of a relatively high capacity of the backbone part
in the present-day mobile networks, it is primarily radio inter-
faces and other interfaces of the access part that are decisive
in traffic effectiveness. The radio interface is characterized by
a relatively low capacity (as compared to the remaining inter-
faces in a mobile network) that is additionally limited by in-
terference coming from neighboring cells [29]. The traffic ca-
pacity of a radio interface is also hindered by the remaining
interfaces of the access part of a mobile network, which re-
sults from their limited capacity or the way they are organized
or structured [28, 30–32]. The influence of the radio interface
on traffic effectiveness in a network is reported by operators
and manufacturers of network devices alike. A minimization
of this phenomena is then a guiding principle in the develop-
ment of new technological solutions that aim to significantly
increase the capacity of the radio interface, e.g. HSPA (High
Speed Packet Access) [33]. In addition, an introduction of ap-
propriate traffic management mechanisms will allow a signif-
icant increase in effectiveness of a network to be introduced.
This article proposes a model of a new mechanism for prior-
itization of traffic that, when applied, can positively influence
an increase in performance effectiveness of the radio interface
in LTE (Long Term Evolution) networks [30,32]. The proposed
model is an extension of the models proposed in earlier works
of the authors [34–38] and makes it possible to apply priori-
ties also in the case of elastic and adaptive traffic. To the best
knowledge of the authors, these issues have not been addressed
so far.

The article is divided into 5 Sections. The First Section con-
tains basic information about the issues discussed in the article.
Section 2 describes the discretization of resources in cellular
networks. The Third Section presents the analytical model of
the radio interface proposed in the article. Section 4 shows an
example illustrating the possibilities of application of the ana-
lytical model proposed in the article. The last Section summa-
rizes the article.

2. Discretization of resources in mobile networks

In modern mobile networks, the packet is the basic carrier of
information. The structure and size of packets and the way they
are transmitted depend on the technology involved in a net-
work. One of the first multiservice 3G mobile networks was
UMTS [39]. In this network, as well as in the networks of the
fourth generation (LTE and Advanced LTE), the IP protocol is
used in the backbone part [33, 40].

The widespread application of packet transmission imposes
the necessity of hierarchical approach to the traffic representa-
tion in networks. Any application that can be used by an owner
of a mobile phone generates a packet stream. Such a string of
packets is considered to be a call. Therefore two levels of traf-
fic representation can be distinguished: the packet level and the
call level (Fig. 1).

A traffic stream observed at the packet level is typically char-
acterized by a complex internal structure. The literature of the
subject proposes a large number of models with different de-
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Fig. 1. The two basic levels of traffic analysis

gree of complexity that can be used to analyze these streams.
It is worthwhile to observe at this point that the relatively sim-
ple ON/OFF models [28] and more complicated models of self-
similar traffic [41–43] are particularly fit for the purpose. The
latter group of models represents the streams that are typically
used in packet networks [44–47]. It is however characterized by
high complexity, which significantly influences the description
and analysis of those systems to which streams of self-similar
traffic are offered. The description of such models is complex to
such a degree that has to be limited to approximate or simula-
tion solutions [48]. Traffic at the call level can be then treated in
a Poisson-like way [49, 50], which means that call streams and
service streams have exponential nature. It is these properties
that allow us to apply multiservice Markov processes to model
and dimension network system at the call level.

The basic obstacle in the application of Erlang models to an-
alyze a network is variable bitrate of packet streams that are
generated by individual specific applications used by the user.
A solution to this problem can be an application of the so-
called equivalent bandwidth [51]. The equivalent bandwidth
is defined as the fixed bitrate that describes the amount (size)
of the resources allocated to a given call in the network. The
equivalent bandwidth is determined for each service class as
the function of the total bitrate of the system, the maximum and
the average bitrate of the packet stream, bitrate variance and the
acceptable packet delay. The definition of the equivalent band-
width can also include other parameters that are characteristic
for a given type of a stream and the applied service system [6].
Currently in most works authors assume the maximum bitrate
for a given class of calls as the equivalent bandwidth [50].

A determination of fixed bitrates demanded by calls of in-
dividual classes makes it possible to determine the allocation
unit for the interface under investigation [6]. The maximum
value of the so-called allocation unit is defined as the highest
common divisor of all bitrates allocated to calls of individual
classes [28,30,32]. The process of a determination of appropri-
ate parameters for calls of individual classes and the capacity
of particular interfaces in allocation units is called bandwidth
discretization [25]. In this way, the resources required by calls
of individual services and the capacities of the interfaces in in-
teger numbers can be determined, which significantly makes
any analysis and modelling of the interfaces of a multiservice
mobile network easier.

3. Analytical model of the radio interface

To model present-day mobile networks, analytical models of
multiservice systems are used. Multiservice models were ini-
tially developed for the purpose of an appropriate description of
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narrow and broadband networks with multirate services [4–14].
Currently, they are also used to model wireless telecommuni-
cations and computer networks, i.e. UMTS or LTE networks
[15–22].

The basic analytical model of this interface can be a full-
availability group with elastic traffic. The full-availability
group (FAG) is the model of the system in which only free re-
sources of the system limit the admission of a new call. The
basic FAG model assumes that the incoming calls are described
by the Poisson stream characteristics and that the occupancy
distribution is given by Erlang formula for the single-service
system [52], or e.g. for the Kaufmann-Roberts recursion for
multi-service system [53, 54]. When the FAG services elastic
traffic, the assumption is that the absence of free resources re-
quired for a new call of a given class is followed by a compres-
sion of all serviced calls in the system, i.e. a decrease in their
bitrates to the value that makes services of this new call possible
(also in the compressed form). The accompanying assumption
is that service time of all calls is prolonged to enable all data to
be transmitted.

The general assumption in the model is that calls are com-
pressed until the number of occupied AUs in the group, de-
termined on the basis of the sum of uncompressed demands
of calls of all classes, exceeds a certain virtual capacity of the
server Cv, where Cv >Cr (Fig. 2) and Cr is the real capacity of
the system. If this capacity is exceeded, then a new call will be
lost. The occupancy states of the virtual capacity of the group
(i.e. such states n that Cr ≤ n ≤Cv) determine the compression
area for elastic traffic. A choice as to the value Cv is an indicator
of the “compression depth”, that is equal to the ratio between
the virtual capacity of the group and the real capacity Cv/Cr,
and determines how many times the total bitrate of serviced
calls in the system can be decreased at the maximum. The occu-
pancy distribution in a full-availability group with compression
for k traffic classes can be expressed by the following depen-
dence [55, 56]:





Pn =
1

min(n,Cr)

k

∑
i=1

Ai,kci,kPn−ci,k for 0 ≤ n ≤Cv

Pn = 0 for Cv < n < 0
Cv

∑
n=0

Pn = 1

. (1)

In Formula (1), the parameter Ai,k is the traffic intensity and ci,k
is the number of AUs required by a call of class i in the group
servicing k traffic classes.
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Fig. 2. Schematic diagram of the group with compression

The total carried traffic of class i in the group servicing k
traffic classes Yi,k can be written as follows:

Yi,k =
k

∑
i=1

Ai,kci,k
(
1−Ei,k

)
, (2)

where the blocking probability Ei,k of class i calls can be deter-
mined by Equation [57]:

Ei,k =
Cr

∑
n=Cr−ci,k+1

Pn . (3)

The modelled interface employs the prioritization mecha-
nism. The operation of the prioritization mechanism is based
on a determination of the sequence of resource allocation. The
introduction of priorities to the system can be followed by a
suppression (limitation) of access to resources for calls with
lower priorities, while in the case of an absence of free re-
sources, calls with lower priorities can be pushed out. A de-
cision as to prioritization of a call is taken by the operator that
defines the weight of particular services in the backbone net-
work. This means that in the access part of the network the
operator identifies the priority given (or allocated) to given ser-
vices and then applies an appropriate traffic control mechanism
or packet scheduling mechanism. The operation of the com-
pression mechanism leads to a decrease in the bitrate allocated
to serviced connections with lower priority than that of a call
that is currently admitted for service (further on called a new
call). In the case where the maximum compression of calls with
lower priorities doest not provide the amount of resources suf-
ficient to service the demands of a new call, a call with a higher
priority forces calls with lower priorities to be terminated until
service of a new call with higher priority is possible. If all lower
priority calls are held or “stacked” to be handled when time
and resources allow and the system still does not have suffi-
cient amount of free resources to service a new call with higher
priority, then a compression of the calls with the priority equal
to the new call follows. If, even in the maximum compression
of calls with the priority equal to the priority of the new call, the
system still has no sufficient amount of free resources to service
this new call, then this call is rejected [3, 36–38, 41].

The assumption in the interface model under consideration
is that the operator has allocated two priorities to the classes
of elastic traffic. Further assumption is that the class with the
highest priority is marked with index “1”, whereas the other
class has the lowest priority. Yet another assumption is that the
following principles for the mode of operation of the priority
mechanism apply in the model – service of calls with the lowest
priority does not influence in any way the blocking probability
for calls with higher priority.

To model the system with priorities, the model of a full-
availability group with compression [55] will be used.

Consider now a system that services two classes of calls, of
which one has higher priority. Let us designate the blocking
probabilities and carried traffic in the group with priorities with
an additional upper index “P”.
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The article is structured as follows. Section 1 contains basic 
information on the issues discussed in the article. Section 2 
describes the discretization of resources in cellular networks. 
Section 3 presents the analytical model of the radio interface 
proposed in the article. Section 4 shows an example illustrating 
the possibilities of application of the analytical model proposed 
in the article. Section 5 summarizes the article.

2.	 Discretization of resources in mobile 
networks

A determination of fixed bitrates demanded by calls of indi-
vidual classes makes it possible to determine the allocation 
unit for the interface under investigation [6]. The maximum 
value of the so-called allocation unit is defined as the highest 
common divisor of all bitrates allocated to calls of individual 
classes [28, 30, 32]. The process of a determination of appro-
priate parameters for calls of individual classes and the capacity 
of particular interfaces in allocation units is called bandwidth 
discretization [25]. In this way, the resources required by calls 
of individual services and the capacities of the interfaces in 
integer numbers can be determined, which significantly makes 
any analysis and modelling of the interfaces of a multiservice 
mobile network easier.
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Table 1
Total carried traffic in the system without and with priorities

Traffic intensity (a) a = 0.5 [Erl/AU] a = 1.0 [Erl/AU]

System without priorities with priorities without priorities with priorities

Class 1 – number of class 13242+/−143 13257+/−136 22963+/−178 26218+/−188

Class 2 – number of class 11867+/−218 11762+/−126 19681+/−104 16181+/−127

Carried traffic (Y) 262962+/−3825 261960+/−2745 446101+/−2918 440165,5+/−3273

Absolute error [%] 1.2–1.4% 0.4–0.8%

In line with the adopted assumptions, the handling of calls
with lower priorities in the group with priorities does not in-
fluence in any way the handling of calls with higher priorities.
This means that the blocking probability and serviced traffic for
the first class will be the same as in the system that services one
class of calls only:

EP
1,2 = E1,1 , (4)

and
Y P

1,2 = Y1,1 . (5)

The probability E1,1 and total carried traffic Y1,1, with the as-
sumption that the group services the first class of calls only,
can be determined on the basis of Equations (1)–(3) for k = 1,
respectively.

The operation of the system with priorities is based on the
assumption that in the case of the absence of free resources,
calls with higher priorities push out calls with lower priorities –
that is, impose their compression or (as in the case of a lack of
the possibility of further compression) prompt a termination of
service of calls with lower priorities, and then start to occupy
the resources which has just been released by these calls. After
considering various requirements of plausible traffic behavior,
notably conservation traffic law [58], it can be assumed that the
total traffic serviced in the system with priorities is exactly the
same as traffic carried in the system without priorities [3]1. It is
possible then to write:

Y P
1,2 +Y P

2,2 = Y1,2 +Y2,2 . (6)

Formula (6), taking into account Equation (2) (for k = 2), can
be rewritten as follows:

Y P
1,2 +Y P

2,2 =
2

∑
i=1

Ai,2ci,2 (1−Ei,2) . (7)

In Formula (7), traffic of class one Y P
1,2 serviced in the system

with priorities is described by Equation (5). Therefore, traffic of
the second class in the system with priorities can be determined,

1An exemplary simulation results confirming the correctness of the assump-
tions made are presented in Table 1

on the basis of (5) and (7), for k = 2:

Y P
2,2 =

2

∑
i=1

Ai,2ci,2 (1−Ei,2)−Y1,1 . (8)

Observe that traffic Y P
2,2 is determined on the basis of the dif-

ference between the total traffic serviced in the system without
priorities and the total traffic serviced in the single-service sys-
tem with the highest priority traffic only. By taking into con-
sideration the general dependence between offered traffic and
serviced traffic, we get:

Y P
2,2 = A2,2c2,2

(
1−EP

2,2
)
. (9)

After substituting Formula (9) to Formula (8), it is possible to
determine the blocking probability for calls of the second class
in the system with priorities:

EP
2,2 =

A2,2c2,2 −
2

∑
i=1

Ai,2ci,2 (1−Ei,2)+Y1,1

A2,2c2,2
. (10)

Traffic characteristics for offered traffic in both systems are
identical (A1,1 = A1,2, c1,1 = c1,2 oraz A2,2 = AP

2,2, c2,2 = cP
2,2).

Therefore, after taking into account the dependence (2), For-
mula (10) can be ultimately transformed to the following form:

EP
2,2 =

A1,2c1,2(E1,2 −E1,1)+A2,2c2,2E2,2

A2,2c2,2
. (11)

On the basis of (11) it is possible to show that the blocking prob-
ability of calls of the second class (with lower priorities) can be
successfully estimated on the basis of the blocking probabilities
in the first and the second systems.

On the basis of Formulas (4) and (11) it is possible then to
determine the blocking probability for both classes of calls of-
fered to the radio interface in the LTE network.

4. Numerical example

The access part in the LTE network is known as the EUTRAN
(Evolved Universal Terrestrial Radio Access Network). EU-
TRAN is composed of eNodeBs only that perform tasks that
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are similar to the NodeBs and RNC (radio network controller)
elements that can be found in the UTRAN network (UMTS Ter-
restrial Radio Access Network). The basic reason behind the
combination of the functions of both devices is to achieve a
reduction in a delay of all operations performed in the radio in-
terface of the network. eNodeBs are connected to one another
by X2 interfaces and connected with the packet backbone net-
work through the S1 interface. The present model under con-
sideration refers to the radio interface of an LTE network. This
interface makes a component part of the radio access network
of the LTE network and is shown in Fig. 3.

eNodeBeNodeB

EUTRAN

X2

X2

X2
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Fig. 3. LTE access part diagram

The capacity of the radio interface depends on the chan-
nel width and on the applied transmission techniques used in
the radio channel (Table 2). Let us assume that the opera-
tor in question offers a channel with the width of 5 Mhz and
the terminals utilize the MIMO 2× 2 technique, and in con-
sequence the radio link offers the throughput Cr = 36.7 AUs
(1 AU = 1 kbps)Mbps. Let us then assume that the radio in-
terface services two classes of downlink calls: the first class
(higher priority) requires the bitrate from 5 to 10 Aus (c1,2) and
the second class (lower priority) requires the bitrate from 5.5 to
11 AUs (c2,2). Thus, the compression in the system is equal to
50% for both traffic classes and Cv = 2Cr.

Table 2
Capacity of the radio link in the function between the channel with and transmission techniques

Transmission Mode/
System Bandwidth

SISO
Downlink Peak

(Mbps)

Transmit
Downlink Peak

(Mbps)

MIMO 2×2
Downlink Peak

(Mbps)

All Transmission
Modes Uplink Peak

(Mbps) 16 QAM

All Transmission
Modes Uplink Peak

(Mbps) 64 QAM

1.4 MHz 4.4 4.4 8.8 3 4.4

3 MHz 11.1 11.1 22.1 7.5 11.1

5 MHz 18.3 18.3 36.7 12.6 18.3

10 MHz 36.7 36.7 75 25.5 36.7

15 MHz 55.1 55.1 110 37.9 55.1

20 MHz 75 75 150 51 51

The blocking probabilities obtained as a result of calculations
and simulations for both traffic classes depending on the traffic
volume a are shown in Figs 4 and 5, where a is calculated as
follows:

a =

2

∑
i=1

Ai,2ci,1

Cr
. (12)

In both figures the results of analytical calculations are pre-
sented as a solid line, and the results are expressed by symbols.

While comparing the results presented in Figs 4 and 5 one
can observe that the introduction of priorities has been fol-
lowed by a change in the blocking values for calls of indi-
vidual traffic classes. It should also be highlighted that both
classes require a similar amount of resources for service pro-
visioning. Therefore, the blocking probabilities obtained for
both traffic classes in the system without priorities presented
in Fig. 4 are similar, whereas in the system with priorities the
results for the traffic class with higher priority are significantly
lower than the results obtained in the system without priori-
ties (Fig. 5). The introduction of priorities was also followed
by an increase in the blocking probability for calls with lower
priorities. The results obtained for both classes in the system
with priorities differ significantly from one another. The block-
ing probabilities for calls of the first traffic class (higher pri-
ority class) are much lower than the blocking probabilities for
calls of the second traffic class (with lower priority). Given that
the calls of both classes require similar amount of resources
to service a call, we can assume that the observed difference
results directly from the prioritisation phenomenon. A com-
parison of the obtained analytical results with the results of
simulation experiments shows that the obtained calculation re-
sults can be considered to be a fairly satisfactory approxima-
tion.

The simulation experiments were conducted in a simulation
environment prepared by the authors. The simulation results
presented in this study are the average values obtained from
five series of simulation experiments (at least 1 million calls of
each class were simulated in each series). During simulations
the confidence intervals based on the t-Student’s distribution
were calculated. The values of the confidence intervals are also
shown in Figs. 4 and 5. In some cases, Figs 4 and 5 do not show

Bull. Pol. Ac.: Tech. 68(2) 2020 5

notably conservation traffic law [58], it can be assumed that the



267

An analytical model of  a system with priorities servicing a mixture of  different elastic traffic streams

Bull.  Pol.  Ac.:  Tech.  68(2)  2020

An analytical model of a system with priorities servicing a mixture of different elastic traffic streams

are similar to the NodeBs and RNC (radio network controller)
elements that can be found in the UTRAN network (UMTS Ter-
restrial Radio Access Network). The basic reason behind the
combination of the functions of both devices is to achieve a
reduction in a delay of all operations performed in the radio in-
terface of the network. eNodeBs are connected to one another
by X2 interfaces and connected with the packet backbone net-
work through the S1 interface. The present model under con-
sideration refers to the radio interface of an LTE network. This
interface makes a component part of the radio access network
of the LTE network and is shown in Fig. 3.
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The capacity of the radio interface depends on the chan-
nel width and on the applied transmission techniques used in
the radio channel (Table 2). Let us assume that the opera-
tor in question offers a channel with the width of 5 Mhz and
the terminals utilize the MIMO 2× 2 technique, and in con-
sequence the radio link offers the throughput Cr = 36.7 AUs
(1 AU = 1 kbps)Mbps. Let us then assume that the radio in-
terface services two classes of downlink calls: the first class
(higher priority) requires the bitrate from 5 to 10 Aus (c1,2) and
the second class (lower priority) requires the bitrate from 5.5 to
11 AUs (c2,2). Thus, the compression in the system is equal to
50% for both traffic classes and Cv = 2Cr.
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The blocking probabilities obtained as a result of calculations
and simulations for both traffic classes depending on the traffic
volume a are shown in Figs 4 and 5, where a is calculated as
follows:

a =

2

∑
i=1

Ai,2ci,1

Cr
. (12)

In both figures the results of analytical calculations are pre-
sented as a solid line, and the results are expressed by symbols.

While comparing the results presented in Figs 4 and 5 one
can observe that the introduction of priorities has been fol-
lowed by a change in the blocking values for calls of indi-
vidual traffic classes. It should also be highlighted that both
classes require a similar amount of resources for service pro-
visioning. Therefore, the blocking probabilities obtained for
both traffic classes in the system without priorities presented
in Fig. 4 are similar, whereas in the system with priorities the
results for the traffic class with higher priority are significantly
lower than the results obtained in the system without priori-
ties (Fig. 5). The introduction of priorities was also followed
by an increase in the blocking probability for calls with lower
priorities. The results obtained for both classes in the system
with priorities differ significantly from one another. The block-
ing probabilities for calls of the first traffic class (higher pri-
ority class) are much lower than the blocking probabilities for
calls of the second traffic class (with lower priority). Given that
the calls of both classes require similar amount of resources
to service a call, we can assume that the observed difference
results directly from the prioritisation phenomenon. A com-
parison of the obtained analytical results with the results of
simulation experiments shows that the obtained calculation re-
sults can be considered to be a fairly satisfactory approxima-
tion.

The simulation experiments were conducted in a simulation
environment prepared by the authors. The simulation results
presented in this study are the average values obtained from
five series of simulation experiments (at least 1 million calls of
each class were simulated in each series). During simulations
the confidence intervals based on the t-Student’s distribution
were calculated. The values of the confidence intervals are also
shown in Figs. 4 and 5. In some cases, Figs 4 and 5 do not show
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reduction in a delay of all operations performed in the radio in-
terface of the network. eNodeBs are connected to one another
by X2 interfaces and connected with the packet backbone net-
work through the S1 interface. The present model under con-
sideration refers to the radio interface of an LTE network. This
interface makes a component part of the radio access network
of the LTE network and is shown in Fig. 3.
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The capacity of the radio interface depends on the chan-
nel width and on the applied transmission techniques used in
the radio channel (Table 2). Let us assume that the opera-
tor in question offers a channel with the width of 5 Mhz and
the terminals utilize the MIMO 2× 2 technique, and in con-
sequence the radio link offers the throughput Cr = 36.7 AUs
(1 AU = 1 kbps)Mbps. Let us then assume that the radio in-
terface services two classes of downlink calls: the first class
(higher priority) requires the bitrate from 5 to 10 Aus (c1,2) and
the second class (lower priority) requires the bitrate from 5.5 to
11 AUs (c2,2). Thus, the compression in the system is equal to
50% for both traffic classes and Cv = 2Cr.

Table 2
Capacity of the radio link in the function between the channel with and transmission techniques
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10 MHz 36.7 36.7 75 25.5 36.7

15 MHz 55.1 55.1 110 37.9 55.1
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The blocking probabilities obtained as a result of calculations
and simulations for both traffic classes depending on the traffic
volume a are shown in Figs 4 and 5, where a is calculated as
follows:

a =

2

∑
i=1

Ai,2ci,1

Cr
. (12)

In both figures the results of analytical calculations are pre-
sented as a solid line, and the results are expressed by symbols.

While comparing the results presented in Figs 4 and 5 one
can observe that the introduction of priorities has been fol-
lowed by a change in the blocking values for calls of indi-
vidual traffic classes. It should also be highlighted that both
classes require a similar amount of resources for service pro-
visioning. Therefore, the blocking probabilities obtained for
both traffic classes in the system without priorities presented
in Fig. 4 are similar, whereas in the system with priorities the
results for the traffic class with higher priority are significantly
lower than the results obtained in the system without priori-
ties (Fig. 5). The introduction of priorities was also followed
by an increase in the blocking probability for calls with lower
priorities. The results obtained for both classes in the system
with priorities differ significantly from one another. The block-
ing probabilities for calls of the first traffic class (higher pri-
ority class) are much lower than the blocking probabilities for
calls of the second traffic class (with lower priority). Given that
the calls of both classes require similar amount of resources
to service a call, we can assume that the observed difference
results directly from the prioritisation phenomenon. A com-
parison of the obtained analytical results with the results of
simulation experiments shows that the obtained calculation re-
sults can be considered to be a fairly satisfactory approxima-
tion.

The simulation experiments were conducted in a simulation
environment prepared by the authors. The simulation results
presented in this study are the average values obtained from
five series of simulation experiments (at least 1 million calls of
each class were simulated in each series). During simulations
the confidence intervals based on the t-Student’s distribution
were calculated. The values of the confidence intervals are also
shown in Figs. 4 and 5. In some cases, Figs 4 and 5 do not show

Bull. Pol. Ac.: Tech. 68(2) 2020 5

B. Nowak, M. Piechowiak, M. Stasiak and P. Zwierzykowski

confidence intervals because they were lower than the symbol
representing the result of a simulation.
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Fig. 4. Blocking probability in the LTE radio interface carrying two
classes of calls without priorities in relation to traffic offered per AU
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Fig. 5. Blocking probability in the LTE radio interface servicing two
classes of calls with priorities in relation to traffic offered per AU

Let us consider the traffic carried by the system with and
without priories. The results presented in Table 2 show the av-
erage number of serviced calls of the first and the second traffic
class (rows 1 and 2) serviced in the system and the average
traffic occupied by calls of both traffic classes in the system
(row 3). Each of these results is presented for the system with
priorities and the system without priorities for two selected val-
ues of traffic intensity per AUs (a = 0.5 and a = 1.0) in the
system. The presented results were calculated as the average
of the results obtained in five simulation series. Each result of
the simulations is also complemented with the value of the con-
fidence interval. While comparing the obtained values of the
average traffic serviced in the system with priorities and the
system without priorities one can observe only very slight dif-
ferences between the obtained traffic values – ranging from 0.4
to 1.4%. It is correct to claim then that the adoption of the as-
sumption of traffic behavior for traffic serviced in the system
with priorities and the system without priorities has been con-
firmed. The results confirm the assumption that in the system
with priorities the conservation traffic law is met.

5. Conclusions

This article proposes a new analytical model that can be used
for modeling multiservice systems servicing a mixture of elas-
tic traffic classes with priorities. In the article, a possibility of
an application of the model to evaluate traffic efficiency of the
radio interface in the LTE network is presented. The calculation
and simulation results confirm the possibility of using the pre-
sented analytical model to approximate the capacity of cellular
network interfaces.

REFERENCES

[1] K. Wesołowski, Mobile Communication Systems, John Wiley &
Sons, 2002.

[2] P. Zwierzykowski, Traffic menagement mechanisms in multiser-
vice cellular networks, Poznan University of Technology, Poz-
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are similar to the NodeBs and RNC (radio network controller)
elements that can be found in the UTRAN network (UMTS Ter-
restrial Radio Access Network). The basic reason behind the
combination of the functions of both devices is to achieve a
reduction in a delay of all operations performed in the radio in-
terface of the network. eNodeBs are connected to one another
by X2 interfaces and connected with the packet backbone net-
work through the S1 interface. The present model under con-
sideration refers to the radio interface of an LTE network. This
interface makes a component part of the radio access network
of the LTE network and is shown in Fig. 3.
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The capacity of the radio interface depends on the chan-
nel width and on the applied transmission techniques used in
the radio channel (Table 2). Let us assume that the opera-
tor in question offers a channel with the width of 5 Mhz and
the terminals utilize the MIMO 2× 2 technique, and in con-
sequence the radio link offers the throughput Cr = 36.7 AUs
(1 AU = 1 kbps)Mbps. Let us then assume that the radio in-
terface services two classes of downlink calls: the first class
(higher priority) requires the bitrate from 5 to 10 Aus (c1,2) and
the second class (lower priority) requires the bitrate from 5.5 to
11 AUs (c2,2). Thus, the compression in the system is equal to
50% for both traffic classes and Cv = 2Cr.

Table 2
Capacity of the radio link in the function between the channel with and transmission techniques

Transmission Mode/
System Bandwidth

SISO
Downlink Peak

(Mbps)

Transmit
Downlink Peak
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Downlink Peak
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All Transmission
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(Mbps) 16 QAM

All Transmission
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1.4 MHz 4.4 4.4 8.8 3 4.4

3 MHz 11.1 11.1 22.1 7.5 11.1

5 MHz 18.3 18.3 36.7 12.6 18.3

10 MHz 36.7 36.7 75 25.5 36.7

15 MHz 55.1 55.1 110 37.9 55.1

20 MHz 75 75 150 51 51

The blocking probabilities obtained as a result of calculations
and simulations for both traffic classes depending on the traffic
volume a are shown in Figs 4 and 5, where a is calculated as
follows:

a =

2

∑
i=1

Ai,2ci,1

Cr
. (12)

In both figures the results of analytical calculations are pre-
sented as a solid line, and the results are expressed by symbols.

While comparing the results presented in Figs 4 and 5 one
can observe that the introduction of priorities has been fol-
lowed by a change in the blocking values for calls of indi-
vidual traffic classes. It should also be highlighted that both
classes require a similar amount of resources for service pro-
visioning. Therefore, the blocking probabilities obtained for
both traffic classes in the system without priorities presented
in Fig. 4 are similar, whereas in the system with priorities the
results for the traffic class with higher priority are significantly
lower than the results obtained in the system without priori-
ties (Fig. 5). The introduction of priorities was also followed
by an increase in the blocking probability for calls with lower
priorities. The results obtained for both classes in the system
with priorities differ significantly from one another. The block-
ing probabilities for calls of the first traffic class (higher pri-
ority class) are much lower than the blocking probabilities for
calls of the second traffic class (with lower priority). Given that
the calls of both classes require similar amount of resources
to service a call, we can assume that the observed difference
results directly from the prioritisation phenomenon. A com-
parison of the obtained analytical results with the results of
simulation experiments shows that the obtained calculation re-
sults can be considered to be a fairly satisfactory approxima-
tion.

The simulation experiments were conducted in a simulation
environment prepared by the authors. The simulation results
presented in this study are the average values obtained from
five series of simulation experiments (at least 1 million calls of
each class were simulated in each series). During simulations
the confidence intervals based on the t-Student’s distribution
were calculated. The values of the confidence intervals are also
shown in Figs. 4 and 5. In some cases, Figs 4 and 5 do not show
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In both figures the results of analytical calculations are 
presented as a solid line, and the results are expressed by 
symbols.

While comparing the results presented in Fig. 4 and Fig. 5 
one can observe that the introduction of priorities has been 
followed by a change in the blocking values for calls of indi-
vidual traffic classes. It should also be highlighted that both 
classes require a similar amount of resources for service pro-
visioning. Therefore, the blocking probabilities obtained for 
both traffic classes in the system without priorities presented 
in Fig. 4 are similar, whereas in the system with priorities 
the results for the traffic class with higher priority are sig-
nificantly lower than the results obtained in the system with-
out priorities (Fig. 5). The introduction of priorities was also 
followed by an increase in the blocking probability for calls 
with lower priorities. The results obtained for both classes 
in the system with priorities differ significantly from one 
another. The blocking probabilities for calls of the first traffic 
class (higher priority class) are much lower than the block-
ing probabilities for calls of the second traffic class (with 
lower priority). Given that the calls of both classes require 
similar amount of resources to service a call, we can assume 
that the observed difference results directly from the priori-
tisation phenomenon. A comparison of the obtained analyti-
cal results with the results of simulation experiments shows 
that the obtained calculation results can be considered to be 
a fairly satisfactory approximation. The simulation experi-
ments were conducted in a simulation environment prepared 
by the authors.

The simulation results presented in this study are the aver-
age values obtained from five series of simulation experiments 
(at least 1 million calls of each class were simulated in each 
series). During simulations the confidence intervals based on 
the t-Student’s distribution were calculated. The values of the 
confidence intervals are also shown in Fig. 4 and Fig. 5. In 
some cases, Fig. 4 and Fig. 5 do not show confidence intervals 
because they were lower than the symbol representing the result 
of a simulation.

Let us consider the traffic carried by the system with and 
without priories. The results presented in Table 2 show the 
average number of serviced calls of the first and the sec-
ond traffic class (rows 1 and 2) serviced in the system and 
the average traffic occupied by calls of both traffic classes 
in the system (row 3). Each of these results is presented for 
the system with priorities and the system without priorities 
for two selected values of traffic intensity per AUs (a = 0:5 
and a = 1:0) in the system. The presented results were calcu-
lated as the average of the results obtained in five simulation 
series. Each result of the simulations is also complemented 
with the value of the confidence interval. While comparing 
the obtained values of the average traffic serviced in the sys-
tem with priorities and the system without priorities one can 
observe only very slight differences between the obtained 
traffic values – ranging from 0.4 to 1.4%. It is correct to claim 
then that the adoption of the assumption of traffic behavior 
for traffic serviced in the system with priorities and the sys-
tem without priorities has been confirmed. The results con-

firm the assumption that in the system with priorities the con-
servation traffic law is met.

5.	 Conclusions

This article proposes a new analytical model that can be used 
for modeling multiservice systems servicing a mixture of elastic 
traffic classes with priorities. In the article, possible application 
of the model to evaluate traffic efficiency of the radio interface 
in the LTE network is presented. The calculation and simulation 
results confirm the possibility of using the presented analytical 
model to approximate the capacity of cellular network inter-
faces.
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