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Abstract: Power big data contains a lot of information related to equipment fault. The anal-
ysis and processing of power big data can realize fault diagnosis. This study mainly analyzed
the application of association rules in power big data processing. Firstly, the association
rules and the Apriori algorithm were introduced. Then, aiming at the shortage of the Apriori
algorithm, an IM-Apriori algorithm was designed, and a simulation experiment was carried
out. The results showed that the IM-Apriori algorithm had a significant advantage over the
Apriori algorithm in the running time. When the number of transactions was 100 000, the
running of the IM-Apriori algorithm was 38.42% faster than that of the Apriori algorithm.
The IM-Apriori algorithm was little affected by the value of supportmin. Compared with
the Extreme Learning Machine (ELM), the IM-Apriori algorithm had better accuracy. The
experimental results show the effectiveness of the IM-Apriori algorithm in fault diagnosis,
and it can be further promoted and applied in power grid equipment.
Key words: association rules, big data, data mining, fault diagnosis, grid equipment

1. Introduction

With the development of technology, the power industry has also gained rapid development, for
example, the power grid scale is larger, the equipment structure is more complex, and the operation
mode is more and more diverse, which makes the fault diagnosis of power grid equipment in
operation more and more difficult [1]. The traditional fault diagnosis method is to carry out
regular maintenance of power grid equipment. No matter whether the equipment is in fault or not,
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the maintenance of the equipment will be carried out through the established process and means
after power failure. This way will not only cause a huge waste of human and material resources,
but also cannot find the fault in time and effectively. With the development of power data, which
is more and more quantitative and complex, the fault diagnosis method based on power big
data has been widely concerned by researchers [2]. Aggarwal et al. [3] combined empirical mode
decomposition (EMD) with the probabilistic neural network (PNN), studied the fault classification
of transmission lines, used MATLAB/SIMULINK to carry out experiments in 500 kV, 300 km
transmission lines, and verified the excellent learning speed and classification accuracy of this
method. Lazim et al. [4] designed the fault diagnosis method of a transmission line through an
artificial neural network (ANN) by using two factors, bus voltage and line fault current, and then
simulated it in MATLAB 6.0. Kari et al. [5] designed a method based on an adaptive neural
fuzzy inference system (ANFIS) and the Dempster-Shafer theory (DST) on the basis of dissolved
gas in oil (DGA), compared it with an ordinary ANFIS through experiments, and verified the
effectiveness of the method. Sahri et al. [6] designed a genetic algorithm (GA)-support vector
machine (SVM) algorithm for transformer fault classification, then carried out experiments using
data sets from the real world, and found that the GA-SVM method eliminated redundant features.
In this study, the big data of the power system were processed using association rules, the Apriori
algorithm was analyzed and improved to obtain the IM-Apriori algorithm, and the simulation
experiment was carried out to verify the reliability of the algorithm. This study makes some
contributions to improving the operation efficiency of power system equipment.

2. Fault diagnosis method based on Apriori algorithm

2.1. Association rule mining

The operation state of power grid equipment can be affected by many factors, such as DGA
[7], partial discharge (PD) [8], etc., which are the basis of fault diagnosis. In order to get useful
information from power big data, this study used the method of association rules to analyze and
process these data.

Association rule [9] refers to the rule that has some association relationship in data. In fault
diagnosis, different power data represent different fault information. Through association rules,
the potential relationship between data information and fault can be mined, so that the fault type
of equipment can be determined as soon as possible through the analysis of data information. The
related concepts are as follows.

Transaction database is written as D, subset transaction as T , and then there is
D = {T1,T2, · · · ,TN }, where N refers to the number of T . The total number is written as |D |,
and the subset transaction was written as Tn = {λ1, λ2, · · · , λM }, where λ stands for the item
and M stands for the number of items. The set of items in D is represented by Ψ. If there is the
item set |A| = k, then A is a k-item set. The frequency of the item set is written as f (A), and its
support degree, i.e. the proportion of the number of transactions containing A to the total number
of transactions, is written as support(A):

support(A) =
f (A)
|D | × 100%. (1)
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supportmin is taken as the minimum support degree specified by a user. When support(A)>supportmin,
A is a set of frequent items, which is called a frequency set for short; otherwise, it is a non-
frequency set. It is assumed that there are item sets P and Q in D.

If P ⊆ Q, then:
1) support(P) ≥ support(Q);
2) P is a non-frequency set, then Q is also a non-frequency set;
3) Q is a frequency set, then P is also a frequency set.
If there are item sets P and Q and P ∩ Q , φ, then formulas similar to P ⇒ Q can be called

as the associate rule, where P is the former term and Q is the latter term. The support degree of
the item set P ∪Q is the support degree of P ⇒ Q:

support(P ⇒ Q) = support(P ∪Q). (2)

Confidence refers to the proportion that D not only includes P but also includes Q, which is
written as confidence(P ⇒ Q), and its formula is:

confidence(P ⇒ Q) =
support(P ∪Q)

support(P)
× 100%. (3)

confidencemin is taken as the minimum confidence specified by a user.
When

support(P ⇒ Q) ≥ supportmin

and
confidence(P ⇒ Q) ≥ confidencemin,

then P ⇒ Q is the strong rule; otherwise, it is the weak rule.
Therefore, the mining of association rules mainly includes:
1) finding out all the frequency sets in D according to supportmin;
2) finding out the strong rule according to the frequency set and confidencemin.

2.2. Apriori algorithm
Apriori is a kind of association rules [10]. Its principle is as follows. Firstly the candidate

item set is generated, and it is pruned to obtain the frequency set. Starting from a 1-item set, the
frequency 1-item set L1 is found. Then a candidate 2-item set is generated according to L1, which
is written as C2, and L2 is obtained after pruning. The rest can be done in the same manner until
the frequency set Lk is obtained.

2.3. Fault diagnosis algorithm based on improved Apriori algorithm
In order to make the Apriori algorithm have a better application in the power big data, this

study combined the bit string logic operation to improve the Apriori algorithm and obtain the
IM-Apriori algorithm. Its principle is to use the concept of “bit” and represent transaction in D
by a bit string. The steps of the algorithm are as follows:

1. Threshold supportmin and confidencemin are specified.
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2. The whole database is scanned. If an item appears in the transaction, “1” is written; if it
does not appear, “0” is written. The number of “1s” in each item is counted and written as
the support count of the item, and the candidate item whose support count is larger than
the threshold is regarded as the item in L1.

3. The item sequence H is generated according to L1. Every item is coded to obtain a coding
bit string. If an item appears in the generated item set, the corresponding item sequence
position is written as “1”, otherwise it is written as “0”.

4. The logic “OR” operation is performed on the item bit string in Lk−1, and the number of
“1s” is calculated. If it is k, then it is added to the candidate item set Ck .

5. The logic “OR” operation is performed in Lk−1 to obtain the item bit string of Ck . The
number of “1s” is the support count. The candidate item whose support count is larger than
the threshold is taken as the item of Lk . The operations are repeated until the number of
single items in Lk is smaller than k+1.

Transformer fault is taken as an example. Five DGA content, H2, CH4, C2H6, C2H4 and C2H5,
is taken as fault indexes and numbered as P1-5. Then five fault types and one normal state shown
in Table 1 are selected. One thousand known data information is searched. The calculation is
carried out according to the IM-Apriori algorithm designed in this study.

Table 1. Fault types

Number Fault type

D1 Normal

D2 Medium and low temperature overheating

D3 High temperature overheating

D4 Low energy discharge

D5 High-energy discharge

D6 Winding fault

Taking winding fault as an example, there are 152 known data of this type. Among the indexes
related to this fault, H2, C2H6 and C2H4 are abnormal for 126, 9 and 8 times, respectively, while
the other indexes are normal. According to the IM-Apriori algorithm, there is transaction database

D j =
{
the j-th fault type exceeds standard

}
,

the item set
Pj,k =

{
the k-th index in the j-th fault type is abnormal

}
and

Q j =
{
the j-th fault appears

}
.

For Pj,k ⇒ Q j , its correlation degree is:

support
(
Pj,k ⇒ Q j

)
=

f
(
Pj,k ∪Q j

)
���Q j

��� × 100%,



Vol. 69 (2020) Research on operation fault diagnosis algorithm of power grid equipment 797

in the winding fault

|D6 | = |Q6 | = 152,

f
(
P6,1 ∪Q6

)
= 129,

f
(
P6,2 ∪Q6

)
= 0,

f
(
P6,3 ∪Q6

)
= 9,

f
(
P6,4 ∪Q6

)
= 8

and
f
(
P6,5 ∪Q6

)
= 0.

Through calculation, there is:

support
(
P6,1 ⇒ Q6

)
=

f
(
P6,1 ∪Q6

)
|Q6 |

× 100% =
129
152
× 100% = 84.87%, (4)

support
(
P6,3 ⇒ Q6

)
=

f
(
P6,3 ∪Q6

)
|Q6 |

× 100% =
9

152
× 100% = 5.92%, (5)

support
(
P6,4 ⇒ Q6

)
=

f
(
P6,4 ∪Q6

)
|Q6 |

× 100% =
8

152
× 100% = 5.26%. (6)

It is found that the value of support
(
P6,1 ⇒ Q6

)
is the largest, indicating that there is a strong

correlation between the index P6,1 and fault type Q6. When the index has abnormality, it can be
determined that the fault type of the transformer is Q6. The other corresponding relationships can
be obtained by calculating in a similar way.

3. Simulation results

The simulation experiment was carried out in the Eclipse environment. The algorithm was
deployed in the Storm platform. The CPU of the computer was 2.1 GHz, and the memory was
8 GB. Taking the transformer fault in the power equipment as an example, the fault type is shown
in Table 1. Then the collected 1 000 data were randomly simulated to form 100 000 data. The
value of supportmin was set as 0.1. The performance of Apriori and IM-Apriori algorithms under
different number of transactions was compared, and the results are shown in Fig. 1.

Fig. 1. The running time under different
number of transactions
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It was seen from Fig. 1 that the algorithm difference was small when the number of transactions
was small; when the number of transactions was 1 000, the running time of the IM-Apripri
algorithm was 7.84% less than that of the Apriori algorithm, and the gap was small; with the
increase of the number of transactions, the gap between the two algorithms gradually increased;
when the number of transactions was 10 000, the gap was 11.2 s, and when the number of
transactions was 100 000, the gap was 64.7 s, i.e. the running time of the IM-Apripri algorithm
was 38.42% less than that of the Apriori algorithm, which showed that the IM-Apripri algorithm
designed in this study had excellent performance in big data and could significantly reduce the
running time and improve the efficiency of fault diagnosis.

Taking 10 000 transactions as an example, the algorithms under different supportmin were
compared, and the results are shown in Fig. 2.

Fig. 2. The operation time under different
support degrees

It was seen from Fig. 2 that the smaller the value of supportmin, the longer the running time,
which was because that many candidate item sets generated and the time of scanning database was
long when the value of supportmin was small. Under different supportmin, the running time of the
IM-Apriori algorithm was shorter than that of the Apriori algorithm. Moreover the influence of
the value of supportmin on the Apriori algorithm was larger than that on the IM-Apriori algorithm,
indicating that the IM-Apriori algorithm reduced the number of candidate sets and improved the
efficiency of the algorithm in the fault diagnosis.

To verify the accuracy of the algorithm in the fault diagnosis, data of different fault types
were used, 1 000 data for each type, and the results were compared with the ELM algorithm [11],
shown in Fig. 3.

Fig. 3. Comparison of fault diagnosis
accuracy
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It was seen from Fig. 3 that there was a significant gap. Firstly, the accuracy of the algorithms
in the diagnosis of a normal type (D1) was higher than that in the diagnosis of other faults; the
accuracy of the IM-Apriori algorithm was higher than that of the ELM algorithm, for example,
the accuracy of the ELM for D6 was 83.9%, while that of the IM-Apriori algorithm was 88.8%,
which was 5.84% higher than that of the ELM algorithm, which showed that the IM-Apriori
algorithm had better accuracy.

4. Discussion

The power grid equipment will produce a large number of data in the process of operation
[12]. With the expansion of the power data scale, traditional methods have not been able to
reasonably use these massive data. Therefore, big data technology is needed. Big data technology
can extract valuable information from a large number of data, which has good applications in
many aspects of power grid equipment, such as the diagnosis of distribution network conditions
[13], power grid load prediction [14], transmission line evaluation [15], user electricity behavior
analysis [16], reactive power optimization problems [17], etc. This study mainly analyzed the
fault diagnosis of power grid equipment operation.

For power big data, there are many methods of fault diagnosis, such as a support vector
machine [18], decision tree [19], neural network [20], Bayes [21], etc. In this study, association
rules were selected for research, and the Apriori algorithm was improved to obtain better fault
diagnosis performance. It was seen from the experimental results that the performance of the IM-
Apriori algorithm had a significant improvement compared to the traditional Apriori algorithm.
Fig. 1 shows that the IM-Apriori algorithm had an obvious advantage for power big data; under
the large data volume, the IM-Apriori algorithm remained at a relatively high operation speed;
for example, when the number of transactions was 100 000, the operation time of the IM-Apriori
algorithm was 38.42% shorter than that of the Apriori algorithm, indicating that the efficiency of
the IM-Apriori algorithm was higher when the data volume was large. It was found from Fig. 2
that the IM-Apriori algorithm was little affected by supportmin, and the accuracy of the IM-Apriori
algorithm was higher compared to the ELM algorithm. The experimental results showed that the
IM-Apriori algorithm had a good performance in fault diagnosis.

Although some achievements have been obtained from the research of fault diagnosis of power
grid equipment operation, there are some shortcomings, which need to be further improved in
future work:

1) studying the application of other big data technologies;
2) searching for other methods to improve the Apriori algorithm, such as the selection of an

optimization threshold;
3) carrying out experiments on more fault types.
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