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Abstract. Bridge inspections are a vital part of bridge maintenance and the main information source for Bridge Management Systems is used in
decision-making regarding repairs. Without a doubt, both can benefit from the implementation of the Building Information Modelling philosophy.
To fully harness the BIM potential in this area, we have to develop tools that will provide inspection accurate information easily and fast. In
this paper, we present an example of how such a tool can utilise tablets coupled with the latest generation RGB-D cameras for data acquisition;
how these data can be processed to extract the defect surface area and create a 3D representation, and finally embed this information into the
BIM model. Additionally, the study of depth sensor accuracy is presented along with surface area accuracy tests and an exemplary inspection

of a bridge pillar column.
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1. Introduction

Periodic inspections of a bridge structure are the main source
of information regarding its condition during the operation
and maintenance phase. Their correct execution guarantees the
safety of the bridge structure and, most importantly, to its users.
Over the years, they were performed manually by specialized
bridge inspectors and were labour-intensive. However, some
problems with bridge inspections have been identified. Kong
and Frangopoulos showed that preventing minor defects from
turning into major ones can reduce maintenance costs up to
65% [1]. A study by Phares et al. proves that 60% of inspectors
did not photograph defects such as cracks at the bottom of the
inspected bridge [2]. This shows that the maintenance decision-
making process, which is critical from the point of view of
structure safety, is based on error and information loss to which
the inspection process is prone. The answer to that could be the
integration of Building Information Modelling technology that
is being introduced to almost every aspect of transport infras-
tructure [3] as BIM focuses on preserving information about
a structure through its life cycle.

The most notable work in this field was done by the re-
searchers involved in the development of the SeeBridge (Se-
mantic Enrichment Engine for Bridges) project [4]. They pub-
lished many research papers describing Information Delivery
Manual and Model View Definition for a BIM-backed bridge
inspection [5], defect information integration into BIM mod-
els of reinforced concrete bridges [6], defect detection with Ar-

*e-mail: bartosz.wojcik@polsl.pl

Manuscript submitted 2020-12-07, revised 2021-02-12, initially accepted
for publication 2021-03-31, published in June 2021

Bull. Pol. Acad. Sci. Tech. Sci. 69(3) 2021, e137123

tificial Intelligence [7, 8], and as-is BIMs acquisition [9, 10].
However, they were not the only researchers working in this
area. Other examples include the work of Isailovic et al., where
an approach to the detection and modelling of spalling de-
fects into IFC based BIMs was presented [11]; Shim et al. de-
scribed a BIM-based Bridge Management System for cable-
stayed bridges [12, 13]; and later the next generation of BMS
utilising Digital Twining was proposed [14, 15]. All these re-
searchers utilised or proposed the use of a 3D reconstruction to
obtain data for modelling structural defects.

The most popular 3D reconstruction techniques used for this
are laser scanning and photogrammetry. They are well known in
the construction industry [16,17]. However, the work presented
by Popescu et al. shows that there are some alternatives to these
methods. They proved that a scanner equipped with RGB-D
cameras is also viable for a bridge inspection [18]. This type
of camera streams not only three standard channels: Red, Green
and Blue (RGB), but also provides a fourth channel — Depth, i.e.
distance from the camera focal point (Fig. 1). Moreover, hand-
held RGB-D camera modules are becoming increasingly popu-
lar nowadays. This is mainly because they provide a means to
reconstruct scenes at an affordable cost even in real time [19].
These advantages of RGB-D cameras make them ideal for cap-
turing 3D information needed in as-is BIM enrichment. Yet in

Fig. 1. Data provided by RGB-D camera; RGB image (left) and depth
map (right)
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the literature and in the reviews on the topic of 3D reconstruc-
tion, they are not recognised with reference to the previously
mentioned topics or construction in general [16, 17,20-22].

These cameras attracted a lot of interest when Microsoft pre-
sented the first Kinect with Xbox 360 premiere. It was so suc-
cessful that it was often used in many different areas. How-
ever, the main problem of the first two devices from the Kinect
family was the size of the sensor and the need for an external
power supply. This led to the development of a new version that
could be more flexible. The latest Azure Kinect is significantly
smaller and can be powered through a USB cable, thus it can
work with a tablet or smartphone. Most importantly, it was not
developed for the console. It is sold as a Development Kit meant
to be integrated into advanced computer vision tools.

However, Microsoft was not the only company to realize how
much potential RGB-D cameras have. For example, Intel also
started working in this area. They presented a RealSense line,
with devices like D415, D435/D435i, D455, and L515. Another
good example would be OAK-D, which is included in OpenCV
AIKIT that amassed over 1.3 million USD on Kickstarter in 20
minutes [23].

As stated before, the first two Kinects were built to track
human motion, as they were used as an input to control the
Xbox console. This area is still being explored by researchers
[24]. However, the RGB-D cameras have found application in
a wider scope, mainly in machine vision as they are great mod-
ules to integrate into robotic systems. For example, Hong et al.
integrated Intel’s RealSense D435 camera into an online au-
tonomous object-packing system [25].

Furthermore, there are also some examples of RGB-D cam-
era applications in the construction industry. Jahanshahi et al.
described RGB-D-based pavement defect detection and quan-
tification [26]. Roca et al. mounted an RGB-D camera on UAV;,
this enabled them to perform geometric control of the building
facade [27]. Bellés and Pla used two depth sensors to recon-
struct sewer manholes [28] Abdelbarr et al. utilized multiple
cameras to monitor the displacement field of a structure [29].
Xu et al. presented an approach for modelling and problem
solving of building defects using point clouds and enhanced
case-based reasoning, which also featured an RGB-D sensor as
a data acquisition device [30]. Nahangi et al. performed a com-
parison of depth sensors with a laser scanner to evaluate their
application for pipe radius extraction [31]. Beckman et al. com-
bined deep-learning object detection with a depth sensor to not
only detect but also quantify the spalling defects [32].

However, the examples above used the first or second ver-
sion of Microsoft Kinect sensors, which were released in 2010
and 2013, respectively. As far as it is understandable in the case
of research conducted a few years later, it is hard to consider
these devices novel nowadays. This shows that in the context
of the construction industry it is harder to come by studies that
use the current generation of depth sensors. These are smaller
and have lower power consumption, which makes them truly
mobile. One example would be the work of Kim et al. How-
ever, they fused an RGB-D with a DSLR camera to enable crack
measurements as the resolution of an RGB sensor in Intel Re-
alSense D435 was too low for this task [33].

In this work, we demonstrate that utilising the latest genera-
tion of an RGB-D camera coupled with a tablet device is viable
to aid bridge visual inspection. We describe a complete solu-
tion that would provide a means to extract the surface defect
features as well as enable the creation representation ready to
be embedded into the BIM model. Moreover, due to low costs
and no changes in bridge inspectors’ routine, our solution could
be deployed rapidly.

The rest of this paper is organized as follows. Section 2 in-
troduces the depth sensor that was used in this study. Next, the
proposed solution facilitating the measurement of the surface
area of the defects on the planar concrete surface and creat-
ing its representation ready for inclusion in the BIM model in
the IFC standard is described in Section 3. Finally, Section 4
presents the results of the tests and a case study conducted to
assess our solution. Lastly, Section 5 contains a discussion, and
conclusions are drawn in Section 6.

2. The used sensor

Intel RealSense D435i Depth Camera was used for data acqui-
sition in this study. An excerpt from its technical specification
listing the basic features of the modules is shown in Table 1.
The device utilises an active infrared stereovision to reconstruct
depth. This means that it is obtained from two IR cameras
placed at a certain distance from each other, similarly to how
human vision works. Additionally, as it is an active method,
a dotted pattern is projected by an IR laser emitter on the re-
constructed scene. These dots, which are invisible to the naked
eye, provide additional features that help the matching algo-
rithm find a solution.

Apart from these infrared imagers, the colour camera is also
present, providing additional RGB information that can be as-
sociated with depth data. Moreover, this device has a built-in
Internal Measuring Unit (IMU), which provides timestamped
readings from the accelerometer (3 Degrees of Freedom) and
the gyroscope (also 3 Degrees of Freedom). This IMU can be
used for enchanting tracking of the device path through the
scene.

The process of depth reconstruction occurs in Intel Re-
alSense Vision Processor D4, which is a part of the depth mod-
ule. Thus, depth is streamed directly from the camera with
other video streams. All this data is streamed via a USB ca-
ble which also supplies power to the device. Small dimensions
combined with the fact that this device can work with smart-
phones, tablets, and laptops make data acquisition quite easy.

Additionally, the depth data provided by D435i can be eas-
ily converted into an organized point cloud, although due to the
difference in the field of view of depth and colour frames, only
part of this point cloud is available with RGB data. However,
it has to be emphasised that this sensor is not meant for end-
users, rather for OEM developers or researchers. Additionally,
it was not developed with accurate measurements in mind, but
rather focuses on mobility and real-time scene reconstruction.
According to available documentation, D435i depth cameras
should have less than £2% error for depth values and spatial
noise up to 2 meters [34].
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Table 1

Intel RealSense Depth Camera D435i Specification [34]

Dimensions [mm]
(length x depth x height)

90 x 25 %25

Table 2
Types and main properties of the surface defects collected during the
visual inspection [6,21,22]

Depth technology Active IR Stereo
Depth FOV [°]

86/57/94
(horizontal / vertical / diagonal)
Max. Depth Outpu.t resolution [px] 1280 % 720
(horizontal x vertical)
Max Depth Frame Rate [fps] 90
IR Imagers Baseline [mm] 50

Left/Right IR Imagers FOV [°]
(horizontal / vertical / diagonal)

91.2/65.5/100.6

Left/Right IR Imagers resolution [px]

1280 x 800
(horizontal x vertical) x
Max Left/Right IR Imagers Frame Rate [fps] 90
IR Imagers Distortion [%] <15

IR Projector FOV [°]
(horizontal / vertical / diagonal)

100.4 / 69/ 110.4

Optical Power [mW]

(average / peak) 3507440
Laser Wavelength at 20°C [nm] 850+ 10
(Ch(z)lr(zlzl(r)riz?;ireitli:g;// Eiiilgonal) 0947425177
Max Colour Camera Frame Rate [fps] 30
Colour Camera Distortion [%] <15
Internal Measuring Unit Degrees of Freedom 6
Acceleration Range [g] +4
Accelerometer Sample Rate [Hz] 62.5,250
Gyroscope Range [°/s] 41000
Gyroscope Sample Rate [Hz] 200, 400

3. A proposed solution

In many systems supporting infrastructure maintenance, photos
are still the main source of information about inspected struc-
tures. This is because images are not only easy to acquire, as
nowadays almost everybody carries a digital camera around, but
also because humans process visual data better than any other.
However, despite these advantages, images cannot provide the
exact information needed (Table 2), such as the length, surface
area, or volume. Therefore, they are only used for qualitative
assessment.

This gap could be filled by RGB-D cameras by adding
a fourth channel with depth which would enable the measure-
ment of defects and thus provide a means to easily quantify
damage without significant changes to inspection routines. In-
spectors would still have to take photos of defects; the only dif-
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Surface defect Measurable defect property
. Area and depth
Spalling
Volume
. Area and depth
Scaling
Volume
Efflorescence Area
Delamination Area
Organic contamination Area
Inorganic contamination Area
Crack Width

ference would be a different type of camera used. Moreover,
knowing this relationship between the photo and depth provides
the opportunity to create a textured 3D defect representation
that would allow to embed it into the BIM model in the way
described by Hiithwohl et al. [6].

In this study. we combine the previously described sensor
with a tablet device to propose a low-cost RGB-D-based solu-
tion as an indirect visual examination method for defect sur-
face area measurements, like efflorescence, delamination, or-
ganic/inorganic contamination, and in some cases also scaling.
Additionally, our method would enable the creation of results
ready to be embedded into the BIM model.

The scheme of the proposed solution can be divided into the
following steps:

RGB-D data acquisition;

Image processing;

Point cloud processing;

Surface reconstruction and area measurements;
Texture mapping;

IFC model enrichment.

3.1. Image processing. A semi-automatic GraphCut-based
algorithm was used [35]. It is an implementation of a lazy snap-
ping interactive image segmentation tool presented by Li et
al. [36], and enables the removal of the image background with
minimal input, as it performs a series of graph cuts based on
paths defined by the user, to create a binary mask that separates
objects in the foreground.

As the results were not always satisfactory, the initial mask
was refined by an active contour model, also called snakes, de-
scribed by Kass et al. [37] It is an automatic iterative region-
growing model that takes a seed, in this case the output of back-
ground removal, and grows or shrinks it to fill the region in an
image.

This approach proved to be enough to segment out defects
from the concrete surface in the colour frames captured by an
RGB-D camera. The example of the original image and the
mask obtained as a result of image processing are shown in
Fig. 2.
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Fig. 2. Image processing: colour frame (left) and corresponding binary
mask (right)

3.2. Point cloud processing. Having the defect already seg-
mented out of colour frames, it is already possible to combine
it with depth data to measure its relative surface area. However,
due to the noisy nature of raw depth (Fig. 3 left), it would yield
poor results, thus it has to be processed to enhance it.

T

Fig. 3. Point cloud processing: original point cloud (left), point cloud
projected on to a plane fitted with RANSAC (middle), and point cloud
representing the segmented defect (right)

As mentioned before, the depth frame can be easily trans-
formed into a point cloud, with the only condition that the cam-
era intrinsics are known. Since the depth stream is internally
mapped to the colour one, a pin-hole camera model is used for
the RGB sensor. That simplifies the transformation, so the 3D
point coordinates are being calculated in the following way

_ d(xp—ppy)

= T

d(yp —ppy) 1)
fy

z=d,

where:

X, ¥, z— 3D point coordinates,

Xp, ¥p — pixel coordinates,

DPPx» PPy — principal point coordinates in image coordination
system,

fx» fy — focal length of the image plane as a multiple of pixel
width/height,

d — pixel depth.

This transformation facilitates processing a point cloud, in-
stead of the depth image. Then a plane fitting Random Sample
Consensus model can be used. RANSAC, described by Fischler
and Bolles [38], proved to be efficient in the iterative estimation
of mathematical model parameters in noisy data. In our case,
the model is described by a linear plane equation

Ax+By+Cz+D =0, (2

where A, B, C, D — plane coefficients.

Additionally, for fitting a plane model with RANSAC, a dis-
tance threshold value can be provided as an input, this param-
eter defines the tolerance while selecting inliers and outliers in
the data, and because of that, it can significantly influence the
model coefficient calculations.

Having this in mind, model tolerance was set to +2% of
the mean depth value that was calculated through the depth
frame, including only valid depth pixels. This specific value
was chosen in accordance with the noise levels stated in the
datasheet [34].

After the plane model is computed, every point in a point
cloud that has the correct depth value assigned is projected to
the fitted plane, resulting in an edited point cloud (Fig. 3 mid-
dle).

Moreover, the point clouds acquired by the depth camera
are organized point clouds, i.e. points arranged in rows and
columns instead of a list as in unorganized point clouds. In-
dexes of these rows and columns correspond to the pixels in
the colour/depth frame. Because of that, it is possible to extract
points associated with surface defects, using the binary mask
acquired in the image segmentation process (Fig. 3 right).

3.3. Surface reconstruction and area measurement. Sur-
face reconstruction is a process in which the surface of an object
is approximated from points contained in a cloud. As the cloud
provided by the depth camera is organised, this task is easier
and the method described by Holz and Behnke [39] can be ap-
plied.

Acquiring this reconstructed mesh facilitates measuring the
surface area of the segmented defect as a sum of all triangular
faces (Fig. 4).

A =66471.5 mm?

Fig. 4. Results of organized fast meshing (left), close-up (right)

The mesh presented in Fig. 4 composes of over 1.8 million
triangles, which when saved into Wavefront.obj file format has
a size of over 52 MB. Geometric representation of this size is
impractical, as it contains too many faces for planar geome-
try. As there is no reason for this triangle count, mesh decima-
tion has to be performed with the algorithm presented by Gar-
land and Heckbert [40]. It is capable of producing high fidelity
simplified polygonal representations using quadric error met-
rics and iterative pair contractions. This enabled the decimation
of the initially acquired mesh (Fig. 4 left), resulting in a reduc-
tion in the triangle count to 275 faces (Fig. 5 top left), which
corresponded to a decrease in file size to less than 12 KB.

However, it has to be emphasised that this decimation simpli-
fies the shape of the mesh, altering its original surface area, thus
it has to be measured on the initial mesh and stored for future
usage.

Bull. Pol. Acad. Sci. Tech. Sci. 69(3) 2021, e137123
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Fig. 5. Decimated mesh (top left), mesh mapped texture (top right),
and textured mesh (bottom)

3.4. Texture mapping. To create a realistic defect represen-
tation ready to be embedded into the BIM model, a connection
between the colour frame and the decimated mesh has to be
established. This process is called texture mapping and can be
achieved by projecting 3D points to 2D image coordinates, the
texture map created in this process defines the way that the 2D
image is applied to 3D mesh (Fig. 5). The projection itself can
be done with a formula derived from the previously presented
image-to-point transformation (1):

X
xp :fxg _pva
3)
Y
Yp —fyg — PPy

where:

X, y, z— 3D point coordinates ,

Xp, Yp — pixel coordinate,

PPx» ppy — principal point coordinates in the image coordina-
tion system,

S fy —focal length of the image plane as a multiple of the pixel
width/height.

The textured mesh (Fig. 5 bottom) can be exported to a file
that contains mesh geometry and texture map information, an-
other file that contains the material information needed to con-
nect it to the latter file with the texture, which is just an RGB
frame. Additionally, a text file containing the measured surface
area of the initial mesh can be created.

3.5. IFC model enrichment. The integration of defect infor-
mation into BIM models of reinforced concrete bridges is al-
ready described by Hiithwohl et al. [6]. They presented a way
of modelling bridge defects into IFC files, using IfcSurfaceFea-
ture class with a textured mesh as a geometric representation
and a set of predefined properties attached to it in the form of
IfcPropertySet. The same defects are then grouped into IfcEle-
mentAssembly that are then aggregated into any IfcProduct sub-
class representing a structural element.

Bull. Pol. Acad. Sci. Tech. Sci. 69(3) 2021, e137123

4. The validation of the solution

To evaluate the proposed solution, a series of tests were con-
ducted. First, the depth quality assessment was done, then the
accuracy tests of surface area measurement followed by a case
study to test real-life applicability were performed.

4.1. Depth quality. To enable depth quality assessment, Intel
provides Depth Quality Tool with the published whitepaper that
describes the test methodology and measured parameters [41].
To assure that the sensor is properly calibrated and calculate
the depth error for different distances, the depth quality was
tested according to it. A vertical surface was used as a target,
the camera was placed perpendicularly on a tripod at a distance
of 300, 500, 750, and 1000 mm. Ground truth values were mea-
sured by a laser rangefinder. For each position, 100 frames were
recorded, with 80% Field of View being analysed.

The depth quality was assessed with the help of the follow-
ing parameters: Fill Rate, Z Accuracy, and spatial noise. While
Fill Rate determines the ratio of pixels containing a valid depth
value (non-zero) to all pixels, Z Accuracy provides the informa-
tion on how close the depth values are to the measured ground
truth (distance from the planar target to the camera depth ori-
gin). The RMS Error (Root Mean Square Error) or spatial noise
measures how noisy the depth values are assuming that the pla-
nar target is observed.

The latter is additionally divided into Plane Fit RMS Error
and Subpixel RMS Error, where the subpixel error is indepen-
dent of the distance from the target. The mean values of these
parameters calculated from 100 frames are presented in Table 3.

Table 3
Depth quality assessment results (100 frames, 80% FoV)

Mean Mean
. Mean Mean . .
Distance Fill R 7 A Plane Fit Subpixel

[mm] ! . ate C;“racy RMS Error | RMS Error

%] %] (%] [px]

350 99.124 -1.568 0.270 0.181

500 98.867 -0.973 0.521 0.255

750 99.762 -0.718 0.613 0.194

1000 99.796 -0.304 0.785 0.185

As seen in the results of the depth quality assessment, de-
spite visible noise, the sensor approximates the depth with an
accuracy better than stated in the datasheet. However, this alone
contributes to the surface area measurement error in a quadric
way, as the area measured on a fitted plane will differ from the
expected value with a squared ratio of depth to ground truth

2
A= <d) A, @
gt
where

A, A’ — original and measured area ,
d — depth provided by the sensor ,
gt — ground truth.
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4.2. Accuracy of the measured surface area. To assess the
accuracy of the solution surface area measurement, the final test
was performed. The modified setup for depth quality assess-
ment was used for that task, this time a printed target was placed
on the wall. This target consisted of a black rectangle, 120 mm
high and 65 mm wide resulting in a surface area of 7800 mm?,
printed on a white sheet of paper. Again, for each position, 350,
500, 750, and 1000 mm, 100 frames per distance were captured
and analysed. The target is seen from 500 mm, at each stage of
image segmentation and plane fitting is shown in Fig. 6.

a) b) c)

€)

hd

Fig. 6. Image segmentation and plane fitting: a) RGB image of the

measured target, b) initial mask created with Lazy Snapping, c) final

mask refined with Active Contours, d) point cloud created from raw

depth, e) plane model fitted to the point cloud with RANSAC, f) pro-
cessed point cloud

Minimal, maximal, and mean measured areas with Relative
Standard Deviation (RSD), Mean Average Error (MAE), and
Root Mean Square Error (RMSE) for each camera position are
presented in Table 4.

As can be seen in the presented data (Table 4), alow RSD in-
dicates that the measured values are tightly packed around the
mean. This means that the measurements are repeatable. How-
ever, if we consider Z accuracy error (Table 3) from the depth
quality analysis, the accuracy should be increasing as its value
changed from over —1.5% for a distance of 350 mm to almost
—0.3% for a distance of 1000 mm. If we approximate the ex-
pected errors of the Z accuracy, we can see (Table 5) that errors
due to other influences are rising in the opposite direction. One
of the reasons seems to be the fact that as the distance increases,
the portion of the FoV taken by the marker decreases, as its size
is fixed through the measurements.

In conclusion, for now, the presented solution can measure
the surface area of defects with over 95% accuracy, but this can
be enchanted with RGB-D cameras with a better depth accuracy
and certain measures taken during data acquisition, like filling
as much frame as possible with the measured area.

Table 4
Results of surface area measurement tests

Distance | Max Min Mean RSD | MAE | RMSE
[mm] | [mm*] | [mm’] | [mm®] | [%] | [%] | [%]
350 | 7532.77 | 7516.04 | 7523.81 | 0.0393 | -3.541 | -3.541
500 | 7573.99 | 7534.46 | 7560.70 | 0.107 | -3.068 | -3.070
750 | 7561.72 | 7428.46 | 7476.27 | 0.291 | -4.151 | -4.160
1000 | 7558.81 | 7431.04 | 7483.28 | 0.364 | —4.061 | -4.075
Table 5
Approximated influences of various factors on the surface area mea-
surements
Approximated error Approximated error
Distance due to due to
[mm)] Z accuracy influence other influences
[%] [%]
350 -3.111 -0.430
500 -1.936 -1.134
750 -1.435 -2.725
1000 -0.614 -3.461

4.3. Case study. To test the real-life applicability of the pro-
posed concept, a final case study was performed in the form
of two inspections in the field. For this purpose, one of the
columns of the box girder bridge pillar was selected, as it al-
ready featured graffiti defects, and the as-built BIM model of
the substructure was assembled (Fig. 7). The inspections were
conducted in the summer of 2019 and 2020. Intel RealSense
D435i Depth Camera and Microsoft Surface Go device were
used for data acquisition.

Fig. 7. BIM model of the bridge substructure

Capturing surface defects with a combination of these de-
vices proved to be viable. However, some problems regarding
large defects were encountered, as it was harder to cover the
whole surface with a single frame. However, the main problem
of this solution proved to be the localization of the defect in the

Bull. Pol. Acad. Sci. Tech. Sci. 69(3) 2021, e137123
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BIM model. In the case of graffiti, the location is not critical
and can be approximated, because a correct assignment to the
surface of the structural element is enough. Nevertheless, this
problem was resolved with the help of a previously acquired
textured mesh, obtained by photogrammetry techniques. The
use of this 3D representation enabled us to align the features
visible on the colour frames with the same features present
on a textured mesh, even after the appearance of the surfaces
changed in time (Fig. 8).

a)

ek Lt fi bl b
}

Fig. 8. Case study: a) selected bridge pier in spring 2019, b) selected

bridge pier in summer 2020, ¢) photogrammetric textured mesh used

for defect localization, d) results of the first inspection embedded into
BIM model, e) updated model with results of the second inspection

5. Discussion

In the article, a solution that uses a low-cost RGB-D camera
and a tablet to enchant the inspection of planar concrete sur-
faces was presented. With this approach, we managed to obtain
over 95% of accuracy in surface area measurement, which is
more than satisfactory in the light of regular infrastructure in-
spections commonly done with the naked eye. The proposed
method is also suitable for documenting various types of de-
fects (Fig. 9) and their data are also collected with ease and
without significant changes in the routine of bridge inspectors
as they still need to take a photo of the defects, but with a dif-
ferent camera.

However, one of the biggest problems occurring during the
conducted research was defect localization. It was discovered
that it was not possible to arbitrarily assign an accurate localiza-
tion of defects on the surface of the element in the BIM model.
This problem was solved with the help of a 3D representation
of the column, previously acquired by photogrammetry. How-
ever, this type of solution is not entirely satisfactory as it would
require a complete scan of the structure, which is a very labour-
intensive task [42].
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Fig. 9. Images of different surface defects (left column) retrieved from

the dataset presented in [7] and the result of the segmentation with

algorithm proposed in Section O (right column). From the top: efflo-
rescence, vegetation, scaling, rust stains

It is also worth noting that the proposed solution can be fur-
ther improved with the use of Al methods, as they were suc-
cessfully implemented previously for defect detection [7,8,11].
It can also benefit from using better camera sensors as proved
by Kim et al. [33].

6. Conclusions and future work

We believe that our novel solution can greatly improve the in-
frastructure inspection and maintenance process, as it is well
known that the currently used tools are imperfect and the whole
process is prone to loss of information. It is especially appar-
ent when we still lack tools to fully harness Building Informa-
tion Modelling potential in this area. With the use of the pre-
sented methods, work on the inspection of infrastructure can
be more precise, faster, and safer. This can be achieved due to
the contactless and instant form of taking measurements with-
out exposing the inspector to approaching unsafe areas within
the structure. The management of the structure, as well as in-
dividual defects, can also be improved thanks to the use of the
open IFC format, which does not restrict management units to
using proprietary commercial solutions and allow for the free
exchange of data between parties.

It is also a step towards even further developing modern in-
frastructure inspection techniques in future works. The IFC for-
mat is under constant development and is shaped according to
its users’ needs, including infrastructure managers. Further re-
strictions on the inspector’s exposure to danger can be obtained
with the increasingly common use of UAV vehicles. Moreover,
thanks to the use of fast and accurate Al methods like, e.g.
Mask R-CNN [43] together with better camera sensors already
present in modern RGB-D cameras, the described methods can
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serve as a cornerstone to modernize the standards for conduct-
ing infrastructure inspections.
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