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Abstract. In the domain of affective computing different emotional expressions play an important role. To convey the emotional state of human emotions, facial expressions or visual cues are used as an important and primary cue. The facial expressions convey humans affective state more convincingly than any other cues. With the advancement in the deep learning techniques, the convolutional neural network (CNN) can be used for the automatically extracting the features from the visual cues; however variable sized and biased datasets is a vital challenge to be dealt with as far as implementation of deep models is concerned. Also, the dataset used for training the model plays significant role in the retrieved results. In this paper, we have proposed a Multi-Model Hybrid Ensemble Weighted Adaptive approach with decision level fusion for personalized affect recognition based on the visual cues. We have used a CNN and pre-trained ResNet-50 model for the transfer learning. VGGFace model’s weights are used to initialize weights of ResNet50 for fine-tuning the model. The obtained results are promising compared existing state of the art methods.
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1. INTRODUCTION

Personalized affective state detection and analysis is one of the non-trivial areas to address in today’s world. With the availability of hardware resources and computing power, it is possible to develop deep neural networks to extract minor level details from the images and videos. Many applications of human emotion detection exist, to name a few drowsiness detection, mood detection, human affective state recognition etc. Visual cues can be used to recognize the emotion in schizophrenia. The study was to understand the process of facial expressions of emotions in schizophrenia using valence, modalities, and genders [1]. The above stated experiment involves intervention of experimenter to analyze the participants and record the findings. Can we automate this process? This can be important question, and which is addressed in this paper. Human emotion recognition falls into three categories as shown in Fig 1. Detecting the human emotion through facial expression is one of the challenging problems to address due unavailability of well-balanced datasets, image quality, poor light conditions, occlusions etc. The verbal expressions and physiological signals such as ECG, EEG etc. are the interesting areas of work due to the unambiguous nature of the data. The process of affect detection from visual cues like facial expressions starts with the pre-processing dataset, followed by feature extraction and classification. In the literature, many researchers have used different features such as Local Binary Patterns (LPB), Histogram Oriented Gradients (HOG), Gabor filter etc. Support vector Machine, Hidden Markov Model, Multilayer Feed Forward Perceptron, K- Nearest Neighbor (KNN), Deep Neural Network (DNN) and Convolutional Neural Network (CNN) are the methods used for the classifying human emotions [2].
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Fig. 1 Emotion Categories.
With the advent of deep learning techniques, CNN is a most preferred approach used for recognizing human emotions, however developing, and training a machine learning model using CNN from scratch is a tedious, time and resource-consuming process. An inductive transfer which is also known as transfer learning can be used to achieve improved results in a short duration of time. Also, in the case of small-sized dataset inductive transfer performs significantly well to achieve state of the art model accuracy. In this paper, we discuss the effect of using singleton CNN model and propose an adaptive ensemble approach on multiple models for affective state recognition based on visual cue data perceived from the person [3]. We have also performed various experiments on the different dataset to demonstrate the issues related to model training and parameter fine-tuning. In the deep neural network parameter tuning must be done carefully to achieve better results.

This paper proposes the multi-model hybrid ensemble adaptive weighted approach with decision level fusion for personalized affect recognition based on visual cues using an adaptive ensemble of pre-trained models and CNN, which has shown significant improvement in human affect recognition using facial expressions as primary cue. The further developed model is validated on KDEF dataset.

The remainder of the paper is organized as follows. Section II discusses, and reports research and study related to emotion recognition using CNN and transfer learning and describes the basics of the inductive transfer. Section III demonstrates the proposed architecture and details. Section IV discusses the datasets used for experimentation purpose and presents experimental results and summary and finally, section V concludes the paper.

2. Related Work

In Literature many researchers have worked on emotion recognition using CNN considering different datasets. The FER2013 is one of the challenging datasets to work on as it contains the images from the wild. In [4] Mohammadpour et al. proposed the CNN model considering facial action units for recognizing human emotion. They used Cohn-Kanade dataset for experimentation and achieved 95.75% accuracy. Cohn-Kanade is posed dataset with images are captured in controlled laboratory settings. Sang, Dat and Thuan [5] also worked on the FER2013 dataset. Inspired from the VGG model, the authors proposed the four different architectures of 8, 10, 12 and 14 layers to improve the accuracy of the emotion recognition. The presented model focuses on reducing the number of filters, in turn, reducing the number of parameters in the model. Pramerdorfer and Kampel [6] in their state of art discussed different approaches for facial expression recognition using CNN. Authors suggested ensemble for deep convolutional neural networks substantially improve the performance of emotion recognition.

Multi-cue fusion emotion recognition framework is proposed by Yan et al. in their research work [7]. The researchers used cascaded CNN and bidirectional recurrent neural network for extracting the dynamic features of the facial emotion. In [8] Rashid suggested the CNN based facial emotion recognition mechanism on JAFFE and Bosphorus dataset. The multiple approaches like decision trees, multilayer perceptron and CNN are used to derive the classification results. The CNN approach resulted in good train and test accuracy. Ruiz-Garcia et al. [9] have discussed the CNN approach for recognizing emotion in human faces. They experimented on Karolinska directed Emotional faces (KDEF) database. The KDEF database contains 980 images, which are captured in a controlled environment. The proposed approach has two architectures one with reduced deep learning layer and one with split input. Shamim and Ghulam [10] have presented the deep learning approach for emotion recognition from audiovisual emotional big data. Authors suggested the use of CNN for speech signal and video signals. Output two CNNs fused and passed to support vector machine for classification. Vyas et al. have surveyed about various approaches of facial emotion recognition using CNN and various datasets used for the same [11]. In [12] Zadeh et al. have proposed a fast facial emotion recognition mechanism using CNN and Gabor filters. The experiments were performed JAFFE dataset to achieve improved accuracy. Renda et al. [13] proposed an ensemble approach for assessing the accuracy of facial expression recognition using the CNN model. Authors also used VGG16 pre-trained architecture in their experimentation. FaceNet2ExpNet a novel approach is proposed by Ding et al. for the recognition of expression on static images [14]. The model training is done in two phases, the first phase focuses on training convolutional layers while in the second phase fully connected layer are attached to trained convolutional layers. The model was trained and tested on four public datasets; CK+, Oulu-CASIA, TFD and SFEW. Li et al. [15] demonstrated the approach for facial expression recognition using transfer learning on small databases. Feature transfer learning approach is used for transferring feature by minimizing feature distribution distance between the source and target datasets. Wang et al. have discussed transfer learning with CNN approach for image classification.

The combination of HOG for feature extraction and SVM for pre-classification is used. The pre-classification results are further used for transfer learning using Alexnet [16]. Lee et al. developed a system to recognize human emotions based on facial expressions using a webcam. Authors used deep learning-based CNN approach for the training the model on CK+ database [17]. Person-specific emotion recognition is
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using transfer learning is implemented by Chen et al. [18]. Transfer learning is done using a boosting based approach for person-specific modelling. The further transductive approach is used for facial expression recognition. Fan, Lam and Li in their research work have proposed a multi-region ensemble approach using CNN for facial expression recognition. AFEW 7.0 and RAF-DB datasets have been used for the experimentation. The proposed model is based on Alexnet and VGG16 pre-trained models [19]. Residual Network (ResNet) used in the model implementation is a winner of the ImageNet challenge in 2015, is a deep learning model consisting of 150 plus layers. The basic building block of residual learning is shown in Fig. 2 [20]. The researchers in [21] have developed system to detect fatigue symptoms in driver using transfer learning. Pre-trained Alexnet is used and find to derive desired results. The accuracy achieved is above 90%. Lukasik et al [22] have proposed convolutional neural network to detect Latin handwritten characters with diacritics. The overall accuracy achieved is 96%. The convolutional neural has been considered as one of the important breakthroughs in the development of deep learning approaches. CNN is an important building block of deep architecture along with Restricted Boltzmann Machine (RBM), Auto-encoders and Recurrent Neural Networks (RNN). The typical architecture of CNN is given in Fig. 3. It is the architecture of alternating convolutional layer, ReLU and Pooling layers followed by fully connected and output layer [23].

\[
f(z) = \max (0, z)
\]

Pooling Layer: The main intention of the pooling layer is to reduce down the number of parameters i.e. down-sampling, in the model and pace up the calculations. Given a sampling window with \((m \times m)\) size, after one down-sampling results into the feature map of size \((1/m \times 1/m)\). The pooling layer expression is represented as,

\[
x^{(i)} = \mathcal{O}(\gamma_{i} \ast ds\ (x^{(i-1)}) + g_{i})
\]

Where, \(\mathcal{O}\) is an activation function, \(\gamma_{i}\) is multiplicative bias, while \(g_{i}\) is additive bias. \(x^{(i-1)}\) represents the first feature map of the first layer and \(ds\) is a down-sampling function. The pooling layer supports functions namely max pooling and average pooling [23]. Fully Connected Layer (FC layer): The fully connected layer has three variations namely FC flatten layer supports functions namely max pooling and average pooling [23]. Fully Connected Layer (FC layer): The fully connected layer has three variations namely FC flatten layer which takes input from the convolutional block and convert it into a single vector for processing. The first FC layer tries to predict correct classification class and output layer distribute the final probability of each class e.g., using softmax activation function as given in the Eq. (4) below

\[
\sigma(z_{i}) = \frac{e^{z_{i}}}{\sum_{j=1}^{N} e^{z_{j}}}
\]

\[
z_{i} = \text{weight} \ast \text{input}^{t}
\]

**Inductive Transfer**

Being intelligent species humans can transfer the knowledge between the tasks. The knowledge gained in one task can be applied to perform other tasks. More the relevant task more effective will be the results. The inductive transfer is also known as transfer learning. In transfer learning information learned in one task is inductively transferred to the target task to improve the learning of the task. When it comes to image processing, almost every deep neural network demonstrates the same behaviour as far as the initial stages of the processing are concerned. The initial layers learn generic image features like Gabor filters, color blobs etc. These features are not specific to any database or the application, but they are generic features to be extracted and learned during the training phase. The inductive transfer process begins with training the base network source dataset and specified task, followed by transferring the learned features to target dataset. [24]. Training the convolutional neural network from the scratch is computationally expensive and it is unusual to have a training database of appropriate size. We will be now discussing possible transfer learning approaches based on the new database and its size and likeness with the original database.

<table>
<thead>
<tr>
<th>Sr. No.</th>
<th>Dataset (A)</th>
<th>Large and similar</th>
<th>Small and different dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Small and similar</td>
<td>Large and similar</td>
<td>Small and different dataset</td>
</tr>
</tbody>
</table>

**Table 1.** Transfer Learning Scenarios.

**Fig. 3 CNN Architecture.**

Convolutional Layer: The convolution is defined as a mathematical operation between the input image \(X\) and kernel or filter \(k\) to generate convolution output as Convout, refer Eq. (1) such as,

\[
\text{Conv}_{out}(\text{rows},\text{cols}) = (X \ast k)_{\text{rows},\text{cols}} = \sum_{i} \sum_{j} k(i,j) \ast X(\text{rows} - i,\text{cols} - j)
\]

The Rectified Linear Unit (ReLU) activation function used to train the network produces the result with reasonable sparsity. ReLU is expressed as,
3. Proposed Methodology

The proposed architecture is shown in Fig. 4, which is based on the ensemble of hybrid models adaptively. The architecture consists of first model which is trained on FER2013 dataset with ResNet50 as pre-trained network.

**Fig. 4 Proposed System Architecture.**

The test accuracy achieved in first model is 71.25%, which is better than state of the art models like Deep-Emotion [25] with test accuracy of 70.02% designed to test FER203 dataset. The second CNN model architecture is developed on the JAFFE dataset where the images are resized to 128x128 and the third model is designed and developed on CK+ dataset. Each model can predict separately with very good accuracy; however, these predictions change with change in the unseen input or visual data of different ethnicity or demographic area. One of the major observations is that the accuracy of individual model drops when they were validated on cross databases. So, to achieve good prediction accuracy the classification results or decisions are adaptively assembled to conclude final affective state of the person. The accuracies of the models normalized, and respective weight are assigned to each model. The final prediction is concluded based on the adaptive weights assigned to each classification decision. Most reliable decision has been assigned with highest weight to indicate significant contribution of it in decision making. The late fusion of the decisions is done adaptively to retrieve final affective state or emotion of the person.

**Datasets:**
The proposed system uses Facial Emotion Recognition (FER) 2013 dataset, Japanese Female Facial Expression (JAFFE) dataset, and CK+ dataset for experimentation. FER2013 is a large dataset consisting of 35887 images. Each image is grayscale and is of size 48 * 48 pixels. The dataset focuses on seven basic emotions like angry, disgust, happy, sad, fear, neutral and surprise. The distribution and count of the samples are shown in figure 5. The JAFFE database contains 213 images containing 7 basic human emotions [26]. The dimension of each image is 256*256*1. The Cohn-Kanade plus dataset is an extension of CK dataset with validation of labels and improvement in common performance metric. CK+ contains 593 image sequences addressing seven basic emotion plus ‘contempt’ as additional emotion. Each image is of 640*490 dimension. [27]. The sample images from the dataset are shown in Fig. 6.

| i. | Remove fully connected (FC) layers of the pre-trained convolutional neural network. | Remove fully connected (FC) layers of the pre-trained convolutional neural network. | At the beginning of the convolutional network, remove most of the pre-trained layers |
| ii. | Add new FC layers with the same number of classes in the target dataset. | Add new FC layers with the same number of classes in the target dataset. | Add new FC layers matching number of classes in the target database |
| iii. | Freeze the weights in the pre-trained network and randomize weights in new FC layers. | Unfreeze the layers of pre-trained network and initialize the weights. | Freeze all the weights from the pre-trained network and randomize weights of new FC layers |
| iv. | Train the network and update the weights in FC layers. | Randomize weights in new FC layers. | Train the network and update weights in FC layers |
| v. | Train the entire network and update the weights. | | |

**Fig. 5 FER2013 Data Distribution.**

The test accuracy achieved in first model is 71.25%, which is better than state of the art models like Deep-Emotion [25] with test accuracy of 70.02% designed to test FER203 dataset.
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Model training with Pre-trained network and FER2013 dataset

Recently, transfer learning approach for emotion recognition have studied and proven to be effective in terms of time for training as well as improved accuracy. The process starts with pre-processing input images, as the default input size and dimension for the ResNet50 is (224,224,3) and the FER2013 dataset images are of size (48,48,1). The conversion of size and dimension of almost 36k images in FER2013 is labor and resource intensive.

Model training with JAFFE dataset

Many of images in the FER2013 dataset are not correctly labelled or interpreted wrongly. Also the disgust emotion has very limited samples to train, so many times model fails to recognize disgust emotion. The results of cross database testing were not good. To overcome these issues, we trained another deep learning model on JAFFE dataset. We extracted facial landmarks from the images and trained the model accordingly. Each image size in the JAFFE dataset is of size (256,256,3). The input images are rescaled to size of (128, 128, 3). The model architecture is shown in the figure 8.

Model training with Cohn Kanade plus

To improve on the accuracy, we also worked with CK+ dataset. We used Voila Jones algorithm to extract faces from the images and trained them using convolutional neural network. The model architecture is shown in the figure 9.
used during training to achieve better results. The dataset D is divided into K equal size partitions, Di,i=1,2,3…,k. Kth subpart is a validation set while k-1 parts are used as a training set.

Train1=D2 U D3 U D4 U....U Dk Val1= D1
Train2=D1 U D3 U D4 U....U Dk Val1= D2
Traink=D2 U D3 U D4 U....U Dk-1 Val1= Dk

Ekr=Test error at kth fold
The estimate of the test error is expressed as,

\[ E_r = \frac{1}{k} \sum E^k \]  

(5)

**Data Fusion Approaches**

Data fusion is process of integrating coherent inputs prior to processing. In the literature, there are three data fusion techniques such as early fusion or feature level fusion, late fusion or decision level fusion and hybrid fusion [28]. Figure 10 depicts different data fusion approaches. The feature level fusion happens in early stage, where the input features of different modalities are combined in vector and passed for further processing. In decision level fusion, decision of each classifier is combined to make final prediction. Combining early and late fusion approaches lead to the hybrid approach.

**Fig. 10** Data Fusion Approaches.

**Multi-model Ensemble Weighted Adaptive Approach with Decision Level Fusion**

The various facial emotion datasets exist in the research domain. Each dataset has its own attributes and emotion classes. The same emotional representation can be perceived differently by the same person [29]. The example is shown in Fig. 11. The disgust emotion is portrayed differently by different people.

Many times, state of the art approaches fail to detect such type of expressions. Also, the ethnicity and facial structure of the person depicting emotion, contributes significantly to emotion recognition accuracy. Hence, relying on a single dataset would result in inappropriate or false predictions. Multi-model ensemble weighted adaptive approach is based on the concept of using a combination of multiple model architectures trained on different datasets. The results from the different architectures are fused adaptively at decision level to make a final decision. Taking a majority vote is always a preferred solution in case of multiple opinions. However, the proposed approach uses adaptive weighted decision instead of votes.

Datasets = { T1, T2,…….., Tk}
Weights= {w1, w2, …..,wk}
Input feature matrix, X=[ X1, X2, ..., Xk]T
Class Labels, Y= {Y1, Y2, ……., Yk}
Classifiers= {M1, M2, ……, Mk}
Pre-processing:
Pre-process T1, T2, . . . . , Tk for feature extraction and normalization.

Given input feature matrix and classifiers the decision matrix is represented as,

\[ D_{matrix} = \begin{bmatrix} M1, 1(X) & M1, 2(X) & M1, K(X) \\ M1, 1(X) & M1, 2(X) & M1, K(X) \\ ML, 1(X) & ML, 2(X) & ML, K(X) \end{bmatrix} \]

Each row in D_matrix represents the output of each classifier. The prediction of classifier is maximum value selected from each row, which is represented as,

\[ \text{Pred}_M1(X) = \arg\max_i D_{matrix}[M1(X)] \]  

(6)

\[ \text{Pred}_M2(X) = \arg\max_j D_{matrix}[M2(X)] \]  

(7)

\[ \vdots \]

\[ \text{Pred}_MK(X) = \arg\max_j D_{matrix}[MK(X)] \]  

(8)

The weights are normalized considering test accuracy as the heuristic,

\[ \text{Acc}_\text{Total} = \sum_k M_{acc}(k) \]  

(9)

Where, \( M_{acc}(k) \) is the test accuracy of each classifier.

\[ \frac{W_i}{\text{Acc}_\text{Total}} \]  

(10)

Prediction rules can be written as:

\[ \text{Final}_{\text{prediction}} = \text{argmax } \left( \left[ W1* \ \text{Pred}_M1 \right], \left[ W2* \ \text{Pred}_M2 \right], \left[ Wk* \ \text{Pred}_MK \right] \right) \]  

(11)

To conduct the experiments using multi-modal ensemble weighted adaptive approach, we have input the image to the proposed system architecture. Presented input is pre-processed to extract faces from the input and make it dimension
compatible with each model depicted in Fig. 7, Fig. 8 and Fig. 9. Finally, the result is predicted using formula mentioned in Eq. (11). The system can predict emotions from still images as well as from the real time videos.

4. Experimentation and Results

The experimental setup includes Google Collaboratory (colab) with 13GB GPU for training and testing the application. Following are the different scenarios we have considered while performing the experiments on FER2013, JAFFE and CK+ datasets. As a result of all the experiments, we concluded performing inductive transfer for the better results in emotion recognition.

Experiment I: FER2013 Dataset

We have started with stochastic gradient descent (SGD) Nesterov optimizer for the classification of emotions. The experiment settings are given in table 2.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train data-size</td>
<td>(29068, 48, 48, 1)</td>
</tr>
<tr>
<td>Validation data-size</td>
<td>(3589, 48, 48, 1)</td>
</tr>
<tr>
<td>Test data-size</td>
<td>(3589, 48, 48, 1)</td>
</tr>
<tr>
<td>Batch size</td>
<td>64</td>
</tr>
<tr>
<td>Loss function</td>
<td>Categorical Cross-Entropy</td>
</tr>
</tbody>
</table>

The time required to run the experiment on FER2013 dataset in colab was 84 minutes and training accuracy achieved was 63.38% and test accuracy was 61.07%. The model accuracy and model loss are shown in Fig. 12.

Experiment II FER 2013 Dataset

The accuracy achieved in the scenario-I is not satisfactory. One of the reasons is a non-uniform distribution of the emotion classes in FER2013 dataset. Looking at Fig. 5 we can easily observe that disgust emotion is having only 547 samples, which may affect the overall accuracy of the model. Many times, ‘disgust’ emotion is misclassified as ‘angry’ or ‘fear’. So, we tried testing our model excluding the ‘disgust’ emotion, assuming we may have increased classification accuracy.

The time taken to train the model on google colab with 13GB GPU was 45 minutes. Train accuracy achieved is 78.39% and test accuracy is 64.50%. This model resulted in the overfitting. The model accuracy and loss are shown in Fig.13(a) and Fig.13(b) respectively.

Experiment III FER 2013 Dataset

To improve the test accuracy and the drawbacks of the earlier experiments, we have used ResNet50 pre-trained model with VGGFace weights to train the model on FER2013 dataset. The experimentation settings are given in table 3. The inductive transfer has significantly improved the test accuracy to 71.25%. The confusion matrix and classification report are shown in Fig.14 and table 4, respectively.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train data-size</td>
<td>(28709, 48, 48, 1)</td>
</tr>
<tr>
<td>Validation data-size</td>
<td>(3589, 48, 48, 1)</td>
</tr>
<tr>
<td>Test data-size</td>
<td>(3589, 48, 48, 1)</td>
</tr>
<tr>
<td>Batch size</td>
<td>32</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
<tr>
<td>Loss function</td>
<td>Categorical Cross-Entropy</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Emotion</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disgust</td>
<td>0.73</td>
<td>0.65</td>
<td>0.69</td>
<td>55</td>
</tr>
<tr>
<td>Anger</td>
<td>0.64</td>
<td>0.64</td>
<td>0.64</td>
<td>491</td>
</tr>
<tr>
<td>Fear</td>
<td>0.58</td>
<td>0.49</td>
<td>0.53</td>
<td>528</td>
</tr>
<tr>
<td>Happiness</td>
<td>0.88</td>
<td>0.91</td>
<td>0.89</td>
<td>879</td>
</tr>
</tbody>
</table>
Experiment IV JAFFE Dataset
The second CNN model is developed on JAFFE dataset. The model was trained and tested on google Collaboratory with 71.87% test accuracy. The input images are pre-processed, rescaled and augmented as per the need of experiment. The accuracy graph is shown in Fig.15.

![Fig.15a JAFFE Accuracy.](image1)

**Fig. 15b JAFFE Loss.**

Experiment V CK+ Dataset
The CNN model is developed on CK+ dataset. The model is trained using K-fold validation with k=5. The model achieved 84.77% of test accuracy. The accuracy and loss graph are shown in the Fig.16.

![Fig.16a CK+ Accuracy.](image2)

**Fig. 16b CK+ Loss.**

Testing and Validation of Proposed Architecture
The proposed architecture is tested and validated on The Karolinska Directed Emotional Faces (KDEF) dataset [30]. The database contains 490 images depicting 7 basic human emotions. The dimension of each image is 326*326. Each image is preprocessed for the input size and dimension and passed to the architecture. The prediction accuracy achieved is 77.85%. The sample results are shown in table 5. The test results on KDEF dataset are displayed in Fig.17.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Ground Truth</th>
<th>Prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>![image3]</td>
<td>Anger</td>
<td>Anger</td>
</tr>
</tbody>
</table>

The overall accuracy on KDEF dataset has been affected due to undertraining on ‘disgust’ emotion. The trained model has misclassified ‘disgust’ as ‘sadness’ for many samples. The same has happened with ‘fear’ emotion, which is been misclassified as ‘sadness’. The proposed architecture is further deployed on android mobile for real time usage. Due the large size of ensemble of models, all the models were quantized to shrink in size. The results can be further improved using fuzzy emotional frameworks and considering other modalities like audio or speech and text to address the issue of ambiguity in affect recognition.

5. Conclusions
In this paper, we have proposed and implemented a multi-model hybrid ensemble adaptive weighted approach with decision level fusion for personalized affect recognition based on visual cues. The adaptive fusion based ensemble approach has turned out to be an effective methodology for the small datasets as well as for the imbalanced dataset. The data from different datasets can be exploited to improve of the overall accuracy of the system. however, the developed model has limitations in recognizing ambiguous facial expressions. Even for normal human being it is difficult to differentiate between some of the affects like ‘sad’ and ‘fear’. Many times, person tend to reserve portrayal of their affective state intentionally. We have also compared the results of the different CNN models i.e., models for FER2013, CK+ and JAFFE dataset with different hyperparameter configurations. The proposed architecture has achieved 77.85% accuracy on KDEF dataset.
The proposed system is deployed on android mobile for real time usage, which can be used in many application areas. The proposed system can be used to identify the depression or anxiety in person by collecting the visual expressions periodically and analyzing the expressions over the time. In future, the recognition accuracy can be improved by dealing ambiguous expression using fuzzy emotion recognition mechanism. Also, along with facial expressions, different modalities like speech, physiological signals like EEG and ECG can be fused together to achieve good real time accuracy.
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