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Evaluation of medical service quality based on a novel
multi-criteria decision-making method with unknown

weighted information

Butian ZHAO, Runtong ZHANG and Yuping XING

In modern society, people concern more about the evaluation of medical service quality.
Evaluation of medical service quality is helpful for medical service providers to supervise
and improve their service quality. Also, it will help the public to understand the situation of
different medical providers. As a multi-criteria decision-making (MCDM) problem, evaluation
of medical service quality can be effectively solved by aggregation operators in interval-valued
q-rung dual hesitant fuzzy (IVq-RDHF) environment. Thus, this paper proposes interval-valued
q-rung dual hesitantMaclaurin symmetricmean (IVq-RDHFMSM) operator and interval-valued
q-rung dual hesitant weightedMaclaurin symmetric mean (IVq-RDHFWMSM) operator. Based
on the proposed IVq-RDHFWMSM operator, this paper builds a novel approach to solve the
evaluation problem of medical service quality including a criteria framework for the evaluation
of medical service quality and a novel MCDM method. What’s more, aiming at eliminating the
discordance between decision information and weight vector of criteria determined by decision-
makers (DMs), this paper proposes the concept of cross-entropy and knowledge measure in
IVq-RDHF environment to extract weight vector from DMs’ decision information. Finally, this
paper presents a numerical example of the evaluation of medical service for hospitals to illustrate
the availability of the novel method and compares our method with other MCDM methods to
demonstrate the superiority of our method. According to the comparison result, our method has
more advantages than other methods.
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1. Introduction

With the rapid development of medical service and healthcare industry, peo-
ple in society pay mounting attention to the quality of medical service and require
medical service providers to promote their service quality and efficiency [1]. Also
in 2000, the World Health Organization has stated that measuring a medical ser-
vice provider’s performance of their service has been a worldwide concern [2].
Medical service providers need a practical and effective evaluation method of
medical service quality to supervise and improve the quality of medical service
provided by these providers. If patients want to receive better treatment, they
need to compare the alternative hospitals based on serval criteria so that they
can select the best one. Based on this background, lots of scholars have con-
tributed to research on the evaluation problems of medical service quality. For
example, Shieh used DEMATEL method to identify 22 key factors in medical
service quality including environment, reservation system, appearance, and so
on [3]. Mccarthy divided the evaluation of medical service quality into 8 criteria:
respect and caring, effectiveness and continuity, appropriateness, information,
efficiency, meals, first impression, and staff diversity [4]. Fei proposed a series of
medical quality evaluation criteria including 6 dimensions and 33 sub-criteria by
integrating what other researchers have done [5].

Because the evaluation problemofmedical service quality relates to serval cri-
teria and the evaluation result is the basis of the decision-making on the selection
of medical service provider, it can be considered as a multi-criteria decision-
making (MCDM) problem consequently [6]. Due to that fuzziness is fulfilled in
the decision process, such as decision-makers (DMs) are always not sure the de-
gree of his or her hesitation, fuzzy operators can be used to buildMCDMmodel to
solve these decision-making questions [7–9]. Initially, the intuitionistic fuzzy set
(IFS) was introduced by Atanassov [10], which can consider certainty (member-
ship) and uncertainty (non-membership) during the decision process. However,
the limitation of IFS is that the sum of membership and non-membership must be
less than one [10], but there exists the situation that the sum of membership and
non-membership is greater than 1 in the decision problem in daily life. In order
to eliminate this limitation, Pythagorean fuzzy set (PFS) was presented [11]. PFS
is more suitable and powerful to deal with decision-making problems than IFS
because it allows that the sum of membership and non-membership is greater
than 1 but the square sum of membership and non-membership must be less than
one [12]. However, PFS is still not sufficient and qualified to handle all situations
that happen in real decision-making problems. For example, if a DM provides
a pair (0.7, 0.8) to represent his or her membership and non-membership, PFS
can’t deal with this situation because 0.72 + 0.82 = 1.13 > 1. To overcome
this drawback, Yager [13] proposed q-rung orthopair fuzzy set (q-ROFS), which
permits DMs to freely express their evaluation information by adjusting the pa-
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rameter q to express information more accurately. Based on these advantages of
q-ROFS, more and more researchers pay attention to the q-ROFS. Liu and Wang
defined the operational rules for q-Rung orthopair fuzzy numbers (q-ROFNs) and
developed the weighted operators (q-ROFWA) to aggregate q-ROFNs [14]. By
combing with Bonferroni mean (BM) [15], Heronianmean (HM) [16], Maclaurin
symmetric mean (MSM) [17], and Muirhead mean (MM) [18], researchers also
proposed several corresponding operators and applied them to solve the MCDM
problems. For example, Liu and Liu [19] proposed the q-rung orthopair fuzzy
Bonferroni mean operator (q-ROFBM) and explored a family of q-ROFBM op-
erators. Wei et al. [20] delivered some q-rung orthopair fuzzy Heronian mean
(q-ROHFM) operators and utilized them to enterprise resource planning system
selection. However, Liu and Li [21] pointed out that BM and HM only have
the ability to capture interrelationship between any two arguments while MM
can capture the interrelationship among all arguments, which is more versatile
than BM and MM. Based on that, Wang et al. [12] proposed a series of q-rung
orthopair fuzzy Muirhead mean operators. As a special case of Muirhead mean,
Maclaurin symmetric mean not only has characteristics of Murihead mean but
also can rank the attitudes in descending order, which means that it can reflect
the risk attitudes during the decision process [22]. Due to its advantages, Bai
et al. [23] presented a family of q-rung orthopair fuzzy partitioned Maclaurin
symmetric mean (q-ROFPMSM) operators. Recently, the MSM operator has
been proved as an effective and utility tool to solve kinds of decision-making
problems [24–28].

However, the MCDM problems in daily life are more complicated. Firstly,
the DMs’ preference can’t be represented by a simple number. In most cases,
they tend to use interval values to present the range of their membership and
non-membership. Considering this problem, researchers extended IFS, PFS, and
q-ROFS to interval-valued IFS (IVIFS) [29], interval-valued PFS (IVPFS) [30]
and interval-valued q-ROFS (IVq-ROFS) [31] to make DMs’ preference be ex-
pressed more accurately. The properties and applications of these fuzzy sets
have been deeply researched [32–36]. Besides, some DMs also may hesitate in a
set of values while determining his or her membership and non-membership
degrees. For dealing with this circumstance effectively, Torra [37] proposed
the hesitant fuzzy set (HFS), and Xu et al. [38] delivered the dual hesitant
fuzzy set (DHFS), which was fully explored and applied in MCDM prob-
lems [39–43]. Moreover, Xu et al. [12] extended DHFS to q-ROFS environ-
ment, presenting q-rung dual hesitant fuzzy Set (q-RDHFS). Integrating these
two solutions, interval-valued q-rung dual hesitant fuzzy set (IVq-RDHFS) was
proposed by Xu et al. [44], which allows DMs to use interval values to ex-
press their membership and non-membership degrees and their hesitation can
also be expressed by a set of values. Though IVq-RDHFS, the DMs also can
express more accurate information than IVDHFS by adjusting the parameter
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q [44]. For the aggregation of IVq-RDHFS, there has been a lot of contri-
butions. Like q-ROFS, researchers also have explored some operators under
IVq-RDHFS circumstance. Xu et al. [44] delivered a family of interval-valued
q-rung dual hesitant Muirhead Mean operators. These IVq-RDHF operators have
already been applied to solve MCDM problems successfully, but the applica-
tion of other operators under IVq-RDHFS environment still needs to be further
explored.

Regarding the evaluation of medical service quality as an MCDM problem
is an effective way to give a fair assessment to medical providers. Zhu [45] and
Gou [46] have proved the possibility to do so. In MCDM problems, comparing
with IFS, PFS, q-ROFS,DHFS, IVIFS, IVPFS and IVq-ROFS, IVq-RODHFS has
strong and powerful advantages as it can allowDMs to use a pair of interval values
to represent their certainty and uncertainty more accurately and can allow DMs’
hesitation to be a set of values. In otherwords, IVq-RDHFS can deal with themore
complicated MCDM problems and makes the decision-making process more
flexible and precise. Moreover, MSM operator can capture the interrelationship
among all arguments and highlight the risk attitudes. Therefore, considering the
advantages of IVq-RDHFS and MSM operator, this paper proposes an algorithm
for the evaluation of medical service quality with unknown weight for evaluation
criteria. To do that, firstly we propose two aggregation operators named interval-
valued q-rung dual hesitant fuzzyMaclaurin symmetric mean (IVq-RDHFMSM)
and interval-valued q-rung dual hesitant fuzzy weighted Maclaurin symmetric
mean (IVq-RDHFWMSM). Besides, we explore some properties of these two
aggregation operators. Moreover, we deliver a new medical service evaluation
method based on the operator we deliver including a criteria framework, the
concept of cross-entropy in IVq-RDHF environment, an approach to calculate
the weight vector for evaluation criteria, and an evaluation method. Finally, we
validate the superiority of this approach by giving a numerical example and
comparative analysis with the existing methods.

The motivations of this paper can be divided into three parts:

1. The traditional evaluation method of medical service quality lacks the con-
sideration of DM’s fuzziness. As an MCDM problem, if the fuzziness is
considered during the decision-making process, the evaluation result will be
more precise and reflect a more real and objective situation of the medical
service provider. A more precise, real, and objective evaluation of medical
service quality will be helpful to improve and surprise the service quality
for medical service providers.

2. Interval-valued q-rung dual hesitant fuzzy aggregation operators need
to be improved. The new operators, i.e. IVq-RDHFMSM and IVq-
RDHFWMSM, will solve the flaws of existing methods and make the
decision-making process more effective and reliable.
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3. The weights among evaluation criteria and DM’s attitude reflected by de-
cision matrices can’t keep consistency. If the weights among criteria are
decided by DM, it may be too subjective to adopt and can’t be consistent
with the evaluation value he delivers because of the cognitive bias. There-
fore, a method to extract weight among criteria directly from the evaluation
value is necessary.

This work mainly has four contributions.
1. Firstly, a series of interval-valued q-rung dual hesitant fuzzy operators and

their properties are discussed in detail. Besides, a framework of criteria for
the evaluation of medical service quality is proposed in this paper. Finally,
a new novel approach based on a new operator and criteria framework for
evaluating medical service quality is presented.

2. From the perspective of mathematics, this paper proposes a series of
interval-valued q-rung dual hesitant fuzzy operators and the concept of
cross-entropy in IVq-RDHF environment, which contributes to extend the
fuzzy theory. Besides, this paper builds a new criteria framework for the
evaluation of medical service quality, and it’s an enrichment for medical
service evaluation theory.

3. From the perspective of the application, this paper delivers a new approach
to evaluate medical service quality by considering it as anMCDM problem.
The new approach contributes to improving the efficiency and precision of
the evaluation of medical service quality, which helps the medical service
provider improve and surprise their service quality.

4. This paper contributes to providing a new perspective of deciding theweight
between criteria. Based on the cross-entropy, this paper improves the knowl-
edge measure method to calculate weights among medical service evalu-
ation criteria, making the weight vector for criteria keeps consistent with
DM’s attitude in evaluation.

To do that, this paper is organized in the following sequence. In Section 2,
we give some basic concepts to lay the groundwork for the following contents.
Section 3 proposes interval-valued dual hesitant fuzzy aggregation operators and
discusses their properties. In Section 4, we build a criteria framework for the
evaluation of medical service quality and a new approach to evaluate medical
service quality based on one of the above operators. We also propose the concept
of cross-entropy in IVq-RDHF environment and a method to calculate the weight
vector for criteria by analyzing the evaluation value. Section 5 and Section 6 give
the numerical example of medical service evaluation and compared this approach
with existing approaches. In the last section (Section 7), we make a summary of
this paper.
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2. Preliminaries

In this section, we introduce the basic concepts of IVq-RDHFS and MSM
operator.

2.1. Interval-valued q-rung dual hesitant fuzzy set

Definition 1 [44]]. Assume that X is a fixed set, a set G on X can be defined as
an IVq-RDHFS if

G =
{
〈x, µG (x), υG (x)〉 ��x ∈ X

}
, (1)

in which

µG (x) =
⋃

[ε−
G
,ε+

G
]∈µG

{ [
ε−G, ε

+
G

] }
,

υG (x) =
⋃

[σ−
G
,σ+

G
]∈υG

{ [
σ−G, σ

+
G

] }
,

(2)

µG (x) and υG (x) are two sets of interval values that belong to the interval
[0, 1], showing the range of membership and non-membership presented by the
DM. The conditions for µG (x) and υG (x) are [ε−G, ε

+
G] ⊂ [0, 1], [σ−G, σ

+
G] ⊂

[0, 1], 0 ¬
(
sup(ε+G)

)q
+

(
sup

(
σ+G

))q
¬ 1, and q ­ 1, where

[
ε−G, ε

+
G

]
∈ µG,[

σ−G, σ
+
G

]
∈ υG, and

sup
(
ε+G

)
∈

⋃
[ε−

G
,ε+

G
]∈µG

max
{
ε+G

}
,

sup
(
σ+G

)
∈

⋃
[σ−

G
,σ+

G
]∈σG

max
{
σ+G

} (3)

for all x ∈ X .
Shortly, a pair g = {µG (x), υG (x)} can be called an interval-valued q-rung

dual hesitant fuzzy element (IVq-RDHFE), briefly represented by g = {µ, υ}.
Like q-RDHFS, IVq-RDHFS also has some special cases. When ε−G = ε+G and
σ−G = σ

+
G, the IVq-RDHFS G will be reduced to q-RDHFS [47]; when q = 1 the

IVq-RDHFS will be reduced to interval-valued dual hesitant fuzzy set (IVDHFS)
[48]; when q = 2 the IVq-RDHFS will be reduced to hesitant interval-valued
Pythagorean fuzzy set (HIVPFS) [49].

There are some operational rules for IVq-RDHFEs [44].
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Definition 2 [44]. Assume that g = {µ, υ}, g1 = {µ1, υ1} and g2 = {µ2, υ2} are
three IVq-RDHFEs, and λ is a real number such that λ > 0, then

(1) g1
⊕

g2 =
⋃

[ε−1 ,ε
+
1 ]∈µ1,

[
σ−1 ,σ

+
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]
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×






((
ε−1

)q
+

(
ε−2

)q
−

(
ε−1 ε

−
2

)q) 1
q
,((

ε+1

)q
+

(
ε+2

)q
−

(
ε+1 ε

+
2

)q) 1
q


,

[
σ−1σ

−
2 , σ

+
1σ
+
2

] 


; (4)
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×
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(3) λg =
⋃
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[σ−,σ+]∈υ

×
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(4) gλ =
⋃
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[σ−,σ+]∈υ

×


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[(
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)λ , (
ε+
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(
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)q)λ) 1
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

. (7)

To compare two q-ROFNs, Liu andWang [15] proposed a comparisonmethod
for q-ROFNs.

Theorem 1 [44]. Assume that g = {µ, υ}, g1 = {µ1, υ1} and g2 = {µ2, υ2} are
three IVq-RDHFEs, and λ, λ1 and λ2 are three real numbers that λ, λ1, λ2 > 0,
then

(1) g1 ⊕ g2 = g2 ⊕ g1;
(2) g1 ⊗ g2 = g2 ⊗ g1;
(3) λ

(
g1 ⊕ g2

)
= λg1 ⊕ λg2;

(4) λ1g ⊕ λ2g = (λ1 ⊕ λ2) g;
(5) gλ1 ⊗ gλ2 =

(
g1 ⊗ g2

)λ;
(6) gλ1 ⊗ gλ2 = g(λ1+λ2).
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To compare two IVq-RDHFEs, we need to use their score function and accu-
racy function.

Definition 3 [44]. Assume that g = {µ, υ} is an IVq-RDHFE, then the score
function of g is

S(g) = *.
,

1
#µ

∑
[ε−,ε+]∈µ

ε−
+/
-

q

+
*.
,

1
#µ

∑
[ε−,ε+]∈µ

ε+
+/
-

q

−
*.
,

1
#υ

∑
[σ−,σ+]∈υ

σ−
+/
-

q

−
*.
,

1
#υ

∑
[σ−,σ+]∈υ

σ+
+/
-

q

(8)

and the accuracy function of g is

H (g) = *.
,

1
#µ

∑
[ε−,ε+]∈µ

ε−
+/
-

q

+
*.
,

1
#µ

∑
[ε−,ε+]∈µ

ε+
+/
-

q

+
*.
,

1
#υ

∑
[σ−,σ+]∈υ

σ−
+/
-

q

+
*.
,

1
#υ

∑
[σ−,σ+]∈υ

σ+
+/
-

q

, (9)

where #µ represents the number of elements in µ and the number of elements
in υ. To compare two IVq-RDHFEs, assume that g1 = {µ1, υ1} and g2 = {µ2, υ2}
are two IVq-RDHFEs, then we can get
(1) If S

(
g1

)
> S

(
g2

)
, then g1 > g2.

(2) If S
(
g1

)
= S

(
g2

)
, then

if H
(
g1

)
> H

(
g2

)
, then g1 > g2;

if H
(
g1

)
= H

(
g2

)
, then g1 = g2.
2.2. Maclaurin symmetric mean

Definition 4 [17]. Assume a j ( j = 1, 2, . . . , n) is a collection that includes n
non-negative numbers and k = 1, 2, . . . , n, the Maclaurin Symmetric Mean of a j
( j = 1, 2, . . . , n) is

MSM(k) (a1, a2, . . . , an) =

*........
,

∑
1¬i1¬...¬ik¬n

k∏
j=1

ai j

Ck
n

+////////
-

1
k

, (10)

where (i1, i2, . . . , ik ) is the traverse of all k-tuple combinations of (1, 2, . . . , n)
and Ck

n is a binomial coefficient.
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According to Maclaurin [17], this operator has several properties:
(1) MSM (k) (0, 0, . . . , 0) = 0;

(2) MSM (k) (a, a, . . . , a) = a;

(3) min {ai} ¬ MSM (k) (a1, a2, . . . , an) ¬ max {ai};

(4) If ai ­ bi for all i (i = 1, 2, . . . , n), then
MSM (k) (a1, a2, . . . , an) ­ MSM (k) (b1, b2, . . . , bn).

3. Aggregation operators based on interval-valued q-rung dual hesitant fuzzy
information and Maclaurin symmetric mean

To capture the interrelationship among all arguments, in this section, we
propose some operators by combing IVq-RDHFEs andMSMoperator.Moreover,
their desirable properties are discussed.

3.1. The interval-valued q-rung dual hesitant fuzzy Maclaurin symmetric mean operator

Definition 5 Let g j ( j = 1, 2, . . . , n) be a collection of IVq-RDHFEs, if

IVq-RDHFMSM(k) (g1, g2, . . . , gn) =

*......
,

⊕
1¬i1¬...¬ik¬n

*
,

k⊗
j=1

gi j
+
-

Ck
n

+//////
-

1
k

(11)

then IVq-RDHFMSM(k) is called Interval-Valued q-Rung Dual Hesitant Fuzzy
Maclaurin Symmetric Mean (IVq-RDHFMSM) operator.

Based on the operational laws for IVq-RDHFEs, the following theorem can
be obtained.

Theorem 2 Let g j ( j = 1, 2, . . . , n) be a collection of IVq-RDHFEs, then the
aggregated IVq-RDHFMSM is still an IVq-RDHFE, and



654 B. ZHAO, R. ZHANG, Y. XING

IVq-RDHFMSM(k) (
g1, g2, . . . , gn

)
=

*......
,
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1¬i1¬...¬ik¬n

*
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q +////

-

1
k 

,



*....
,

1 −
*..
,
1 − *.

,

∏
1¬i1¬...¬ik¬n

*.
,
1 −

k∏
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(
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(
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1
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n +//

-

1
k +////

-

1
q

,

*....
,

1 −
*..
,
1 − *.
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∏
1¬i1¬...¬ik¬n

*.
,
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(
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(
σ+i j

)q)+/
-

+/
-

1
Ck
n +//

-

1
k +////

-

1
q






. (12)

Proof. According to g1 ⊗ g2 in Definition 2,

k⊗
j=1

gi j =
⋃

[ε−ij ,ε
+
ij

]∈µgij ,

[σ−ij ,σ
+
ij

]∈υgij

×






k∏
j=1

ε−i j,

k∏
j=1

ε+i j


,



*.
,
1−

k∏
j=1

(
1−

(
σ−i j

)q)+/
-

1
q

,
*.
,
1−

k∏
j=1

(
1−

(
σ+i j

)q)+/
-

1
q





, (13)
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1
Ck

n

⊕
1¬i1¬...¬ik¬n

*.
,

k⊗
j=1

gi j
+/
-
=

⋃
[ε−ij ,ε

+
ij

]∈µgij ,

[σ−ij ,σ
+
ij

]∈υgij

×






*.
,
1 −

( ∏
1¬i1¬...¬ik¬n

(
1 −

(
k∏

j=1
ε−i j

)q)) 1
Ck
n +/

-

1
q

,

*.
,
1 −

( ∏
1¬i1¬...¬ik¬n

(
1 −

(
k∏

j=1
ε+i j

)q)) 1
Ck
n +/

-

1
q


,



*.
,

∏
1¬i1¬...¬ik¬n

(
1 −

k∏
j=1

(
1 −

(
σ−i j

)q)) 1
q +/

-

1
Ck
n

,

*.
,

∏
1¬i1¬...¬ik¬n

(
1 −

k∏
j=1

(
1 −

(
σ+i j

)q)) 1
q +/

-

1
Ck
n






(14)

such that we can get

IVq-RDHFMSM(k) (
g1, g2, . . . , gn

)
=

*........
,

⊕
1¬i1¬...¬ik¬n

*.
,

k⊗
j=1

gi j
+/
-

Ck
n

+////////
-

1
k

=
⋃

[ε−ij ,ε
+
ij

]∈µgij ,

[σ−ij ,σ
+
ij

]∈υgij

×



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,
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-

1
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-

1
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*.
,
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( ∏
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(
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(
k∏
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-

1
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-

1
k



,


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(
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1
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(
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1
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1
q






. (15)
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Therefore, the equation hold for all n, which completes the proof.
In the following, we discuss some desirable properties of IVq-RDHFMSM

operator.

Theorem 3 (Idempotency). If all the gi (i = 1, 2, . . . , n) are equal, i.e., gi = g =
{µ, υ} =

{ [
ε−, ε+

]
,
[
υ−, υ+

] }
, then IVq-RDHFMSM(k) (g1, g2, . . . , gn) = g.

Proof.When all the gi are equal, there is

IVq-RDHFMSM(k) (
g1, g2, . . . , gn

)
=

⋃
[ε−ij ,ε

+
ij

]∈µgij ,[σ
−
ij
,σ+ij

]∈υgij

×
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1
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1
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1
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1
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=
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[ε−ij ,ε
+
ij

]∈µgij ,[σ
−
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(
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

=
⋃

[ε−ij ,ε
+
ij

]∈µgij ,[σ
−
ij
,σ+ij

]∈υgij

×
{ [
ε−, ε+

]
,

[
σ−, σ+

] }
= g . (16)
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Theorem 4 (Monotonicity). Let gi = {µi, υi} and g′i =
{
µ′i, υ

′
i

}
be two collections

of IVq-RDHFEs, and gi ­ g′i for all i = 1, 2, . . . , n, then

IVq-RDHFMSM(k) (g1, g2, . . . , gn) ­ IVq-RDHFMSM(k) (g′1, g
′
2, . . . , g

′
n) (17)

Proof. According to Theorem 2, let
IVq-RDHFMSM(k) (g1, g2, . . . , gn) =

{ [
ε−, ε+

]
,
[
σ−, σ+

] }
and

IVq-RDHFMSM(k) (g′1, g
′
2, . . . , g

′
n) =

{ [
(ε−)′, (ε+)′

]
,
[
(σ−)′, (σ+)′

] }
.

Taking ε− and
(
ε−

)′ as an example, since gi ­ g′i and k ­ 1, there are

0 ¬
(
ε−i j

)′
¬ ε−i j ¬ 1, then we can obtain

k∏
j=1

ε−i j ­
k∏

j=1

(
ε−i j

)′
, as well as 1 − *.

,
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ε−i j
+/
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q
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q
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*.
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∏
1¬i1¬...¬ik¬n

1 − *.
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q

+/
-

1
Ck
n

¬ *.
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∏
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k
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1 − *.
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-
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-

1
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. Moreover,

*....
,

*..
,
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∏
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ε−i j
+/
-

q
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-

1
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n +//

-

1
q +////

-

1
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­
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*..
,
1 − *.

,

∏
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k
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1 − *.
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(
ε−i j

)′+/
-

q

+/
-

1
Ck
n +//

-

1
q +////

-

1
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.

Therefore, ε− ­ (ε−)′. Additionally, we can get ε+ ­ (ε+)′,σ− ¬ (σ−)′ andσ+ ¬
(σ+)′ through the same steps.According to the score function defined in Section 2,
we get IVq-RDHFMSM(k) (g1, g2, . . . , gn) ­ IVq-RDHFMSM(k) (g′1, g

′
2, . . . , g

′
n).

Theorem 5 (Boundedness). Let gi = {µi, υi} be a collection of IVq-RDHFEs,
and




g+ = max
(
g1, g2, . . . , gn

)
,

g− = min
(
g1, g2, . . . , gn

)
,

i = 1, 2, . . . , n, (18)

then
g− ¬ IVq-RDHFMSM(k) (g1, g2, . . . , gn) ¬ g+. (19)

Proof. According to Theorem 3 and Theorem 4, we obtain

IVq-RDHFMSM(k) (g1, g2, . . . , gn) ­ IVq-RDHFMSM(k) (g−, g−, . . . , g−),

IVq-RDHFMSM(k) (g−, g−, . . . , g−) = g−,
(20)
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and

IVq-RDHFMSM(k) (g1, g2, . . . , gn) ¬ IVq-RDHFMSM(k) (g+, g+, . . . , g+),

IVq-RDHFMSM(k) (g+, g+, . . . , g+) = g+.
(21)

Therefore, g− ¬ IVq-RDHFMSM(k) (g1, g2, . . . , gn) ¬ g+.
The parameters k and q in the IVq-RDHFMSMoperator have a great influence

on the operator’s results. Thus, we can get some special cases for IVq-RDHFMSM
operator by adjusting the value of parameters k and q.

Case 1: When k = 1 IVq-RDHFMSM is reduced to the following IVq-RDHF
average operator. If k = 1, the IVq-RDHFMSM(1) will be the following:

IVq-RDHFMSM(1) (
g1, g2, . . . , gn

)
=

⋃
[ε−i ,ε

+
i ]∈µgi ,

[σ−i ,σ
+
i ]∈υgi

×
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

. (22)

Let i1 = i, then

IVq-RDHFMSM(1) (
g1, g2, . . . , gn

)
=

⋃
[ε−i ,ε

+
i ]∈µgi ,

[σ−i ,σ
+
i ]∈υgi

×
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
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n ,
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

= IVq-RDHF
(
g1, g2, . . . , gn

)
. (23)
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Case 2: When k = 2 IVq-RDHFMSM is reduced to the following IVq-RDHF
Bonferroni mean (IVq-RDHFBM) operator. If k = 2, the IVq-RDHFMSM(2)

will be the following:

IVq-RDHFMSM(2) (
g1, g2, . . . , gn

)
=

⋃
[ε−

i1,ε
+
i1

]∈µgi1 , [ε−i2,ε
+
i2

]∈µgi2 ,
[σ−i1,σ
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+
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]∈υgi2

×
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Case 3: When k = n IVq-RDHFMSM is reduced to the following IVq-RDHF
geometric mean (IVq-RDHFGM) operator. If k = n, the IVq-RDHFMSM(n) will
be the following:
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= IVq-RDHFGM(g1, g2, . . . , gn). (25)
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Case 4:When q = 1 IVq-RDHFMSM is reduced to the following interval-valued
dual hesitant fuzzyMaclaurin symmetric mean (IVDHFMSM) operator. If q = 1,
the IVq-RDHFMSM(k) will be the following:
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g1, g2, . . . , gn

)
=

⋃
[ε−ij ,ε

+
ij
∈µgij

,[σ−ij ,σ
+
ij

]∈υgij

×






*...
,

1 −
*..
,

∏
1¬i1¬...
¬ik¬n

(
1 −

(
k∏

j=1
ε−i j

))+//
-

1
Ck
n +///

-

1
k

,
*...
,

1 −
*..
,

∏
1¬i1¬...
¬ik¬n

(
1 −

(
k∏

j=1
ε+i j

))+//
-

1
Ck
n +///

-

1
k



,



1 −
*...
,

1 −
*..
,

∏
1¬i1¬...
¬ik¬n

(
1 −

k∏
j=1

(
1 − σ−i j

))+//
-

1
Ck
n +///

-

1
k

,

1 −
*...
,

1 −
*..
,

∏
1¬i1¬...
¬ik¬n

(
1 −

k∏
j=1

(
1 − σ+i j

))+//
-

1
Ck
n +///

-

1
k






= IVDHFMSM(g1, g2, . . . , gn). (26)

Case 5:When q = 2 IVq-RDHFMSM is reduced to the following interval-valued
Pythagorean fuzzy Maclaurin symmetric mean (IVPFMSM) operator. If q = 2,
the IVq-RDHFMSM(n) will be the following:
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3.2. The interval-valued q-rung dual hesitant fuzzy weighted Maclaurin
symmetric mean operator

In the following part, we proposed another aggregation operator that considers
the correlation of IVq-RDHFEs based on the IVq-RDHFMSMoperator. This new
operator is named as interval-valued q-rung dual hesitant weighted Maclaurin
symmetric mean operator.

Definition 6 Let g j ( j = 1, 2, . . . , n) be a collection of IVq-RDHFEs and ω =
(ω1, ω2, . . . , ωn)T be the weight vector of these IVq-RDHFEs where ω j ( j =

1, 2, . . . , n) > 0 and
n∑
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ω j = 1, if
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then IVq-RDHFWMSM(k) is called interval-valued q-rung dual hesitant fuzzy
weighted Maclaurin symmetric mean (IVq-RDHFWMSM) operator.

Based on the operations for IVq-RDHFE, the following theorem can be ob-
tained.

Theorem 6 Let g j ( j = 1, 2, . . . , n) be a collection of IVq-RDHFEs and ω =
(ω1, ω2, . . . , ωn)T be the weight vector of these IVq-RDHFEs where ω j ( j =

1, 2, . . . , n) > 0 and
n∑

j=1
ω j = 1, then the aggregated IVq-RDHFWMSM is still

an IVq-RDHFE, and
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Proof. According to Definition 2,
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Therefore,
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Thus the equation holds for all n, which completes the proof. 2

As same as IVq-RDHFMSM operator, IVq-RDHFWMSM operator also has
properties of idempotency, monotonicity, and boundedness. For simplicity, we
omit the proofs here.

Similarly, the parameter k and q also play an important role in IVq-
RDHFWMSM. Thus, in the following, we discuss the special cases for IVq-
RDHFWMSM concerning the parameter k and q.

Case 1: When k = 1, IVq-RDHFWMSM is reduced to IVq-RDHF weighted
average operator.

Case 2: When k = 2, IVq-RDHFWMSM is reduced to IVq-RDHF weighted
Bonferroni mean (IVq-RDHFWBM) operator.

Case 3: When k = n, IVq-RDHFWMSM is reduced to IVq-RDHF weighted
geometric mean (IVq-RDHFWGM) operator.

Case 4: When q = 1, IVq-RDHFWMSM is reduced to interval-valued dual hesi-
tant fuzzy weightedMaclaurin symmetric mean (IVDHFWMSM) operator.

Case 5: When q = 2, IVq-RDHFWMSM is reduced to interval-valued
Pythagorean Fuzzy weighted Maclaurin symmetric mean (IVPFWMSM)
operator.
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4. Evaluation method for medical service quality

In this section, we build a criteria framework for the evaluation of medical
service quality. Based on this criteria framework for the evaluation of medical
service quality and IVq-RDHFWMSM operator, we deliver a novel method to
evaluate medical service quality.

4.1. Criteria framework for the evaluation of medical service quality

The criteria framework for the evaluation of medical service quality designed
by this paper has 6 dimensions and 34 sub-criteria. The selection of these dimen-
sions and sub-criteria are referenced from the literature [3,5,50–52], and they are
composed of the process of combination, filter and deduplication. The details of
this criteria framework are shown in Table 1.

Table 1: The explanation for the criteria framework for the evaluation of medical service
quality

Dimension Sub-Criteria Explanation

D1: Hospital
Environment

D11: The degree of per-
fection of the supporting
facilities in the depart-
ment

Whether the supporting facilities of the depart-
ments in the medical service providers are com-
plete and have no obvious deficiency in medical
equipment.

D12: Convenience of the
transportation

Whether the traffic around the provider is conve-
nient when patients go tomedical service providers
for treatment.

D13: Environment of the
medical service provider

Whether the patients are satisfied with the hygienic
environment of the medical service provider, and
whether the environment created by the medical
service providers is full of security.

D14: Ward space
Whether the ward space is large enough to meet
the needs of the patients’ life when they are hospi-
talized.

D15: Ward quietness Whether theward is quiet enough for patients when
they are hospitalized.

D16: Clarity of the guid-
ance system in the hospi-
tal

Whether the guidance system of the medical ser-
vice provider is obvious and easy to understand so
that the patients can clearly know the location of
their target department.

D17: Cleanliness of pub-
lic areas for inpatient

Whether the public areas, such as toilets and bal-
conies, are clean and tidy when the patients are in
hospital.

D18: Complaint service
Whether the medical service provider has set up an
open complaint channel, and patients’ complaints
can get timely feedback.
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Table 1 [cont.]
Dimension Sub-Criteria Explanation

D2: Medical
Procedures

D21: Convenience of
medical treatment

Whether the provider’s medical treatment process
arrangement is convenient enough when the pa-
tients come to the medical service provider.

D22: Details asked in
consultation

Whether the doctors seriously and detailedly ask
patients’ situations in consultation.

D23: Reexamination pro-
cess

Whether the process is more convenient when a
patient comes to reexamine than when he comes
the first time.

D24: Continue health in-
struction

Whether the medical service providers continu-
ally provide health instruction when the patient is
cured.

D3: Service
Attitude

D31: Patience in answer-
ing questions

Whether the medical staff can keep patience when
they face the questions asked by patients.

D32: Prevarication in re-
sponse

Whether the medical staff prevaricates while the
patients are dissatisfied in the process of providing
medical service.

D33: Discrimination in
service

In the process of providing medical services,
whether the medical staff discriminates against pa-
tients because of their occupation, gender, race,
etc.

D34: Timeliness of ob-
taining results

Whether the patients can obtain the examination or
diagnosis results from the medical staff in time.

D4: Medical
Expenses

D41: Medical examina-
tion fee

Whether the medical examination fees are within
the patients’ acceptable price range.

D42: Clarity of fees
Whether the medical service provider can provide
payment documents listing all fees clearly without
any hidden item.

D43: Drug expenses

Whether drug expenses in the medical service
provider are within the patients’ acceptable price
range without any situation that the drug price is
higher than outside.

D44: Inpatient bed fee
Whether the inpatient bed fee in themedical service
provider is within the patients’ acceptable price
range.

D45: Cost communica-
tion

Whether the medicine prescribed by the medical
staff or the cost of the medical examination is ap-
proved by patients without any situation that the
medicine is prescribed without the consent of the
patients.

D46: Charging accuracy
Whether the medical service provider charges ac-
curately without overcharging or undercharging.

D47: Food price
Whether the price in canteen and café in the medi-
cal service provider is within the patients’ accept-
able range
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Table 1 [cont.]

Dimension Sub-Criteria Explanation

D5: Medical
Ethics

D51: Privacy protection

Whether medical staff pays attention to keeping
the medical secrets for patients and protecting the
privacy and secrets of patients in the process of
providing medical services.

D52: On duty
Whether the medical staff stay at their post when
they are working

D53: Clothing
Whether the medical staff wears the correct clothes
stipulated by the medical service provider when
they are working.

D54: Asking for bribery
Whether there is any case of bribery asked bymed-
ical staff during the process of providing medical
service.

D55: Patient options
Whether the medical staff fully respect the pa-
tients’ options without any situation that patients
are forced to accept medical services.

D6: Medical
Technique

D61: Diagnostic accu-
racy

Whether the diagnosismade by themedical service
provider is accurate and no misdiagnosis happens.

D62: Complications dur-
ing treatment

Whether the patients have complications in the pro-
cess of providing medical services by the medical
service provider.

D63: Timeliness of treat-
ment plan

Whether the treatment plan provided by the med-
ical service provider can treat the patients timely
without any procrastination that leads to the aggra-
vation of the patients’ conditions.

D64: Nosocomial infec-
tion during treatment

Whether the patients get cross-infection in the hos-
pital when they are in the medical service provider.

D65: Safety of treatment
plan

Whether the treatment plan provided by the med-
ical service provider is safe and not related to the
personal safety of the patients when unnecessary.

D66: Treatment effect
Whether the patients’ diseases are significantly im-
proved or completely cured through medical ser-
vice.

4.2. Weight calculation measure among medical evaluation criteria

Das [53] proposed an entropy-based method named knowledge measure in
interval-valued intuitionistic fuzzy environment to calculate weight vector among
criteria. According to this idea, we deliver the concept of cross-entropy in IVq-
RDHF environment and build a knowledge measure method by cross-entropy for
IVq-RDHFEs to calculate weights among medical evaluation criteria.
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Definition 7 Assume that g1 and g2 are two IVq-RDHFEs where

g1 =
⋃

[ε−1 ,ε
+
1 ]∈µ1,

[σ−1 ,σ
+
1 ]∈υ1

{ [
ε−1 , ε

+
1

]
,

[
σ−1 , σ

+
1

] }
and

g2 =
⋃

[ε−2 ,ε
+
2 ]∈µ2,

[σ−2 ,σ
+
2 ]∈υ2

{ [
ε−1 , ε

+
1

]
,

[
σ−1 , σ

+
1

] }
.

Then the cross-entropy of these two IVq-RDHFEs are

I
(
g1, g2

)
=

(
ε−1

)q
+

(
ε+1

)q
+1−

(
σ−1

)q
−

(
σ+1

)q

2

× ln 2

(
ε−1

)q
+

(
ε+1

)q
+1−

(
σ−1

)q
−

(
σ+1

)q((
ε−1

)q
+

(
ε+1

)q
+1−

(
σ−1

)q
−

(
σ+1

)q)
+
((
ε−2

)q
+

(
ε+2

)q
+1−

(
σ−2

)q
−

(
σ+2

)q)
+

1−
(
ε−1

)q
−

(
ε+1

)q
+

(
σ−1

)q
+

(
σ+1

)q

2

× ln 2
1−

(
ε−1

)q
−

(
ε+1

)q
+

(
σ−1

)q
+

(
σ+1

)q(
1−

(
ε−1

)q
−

(
ε+1

)q
+

(
σ−1

)q
+

(
σ+1

)q)
+
(
1−

(
ε−2

)q
−

(
ε+2

)q
+

(
σ−2

)q
+

(
σ+2

)q) .
(33)

Let

m1 =

(
ε−1

)q
+

(
ε+1

)q
+ 1 −

(
σ−1

)q
−

(
σ+1

)q

2
and

m2 =

(
ε−2

)q
+

(
ε+2

)q
+ 1 −

(
σ−2

)q
−

(
σ+2

)q

2
,

then the cross-entropy for IVq-RDHFEs can be written as I
(
g1, g2

)
= m1 ×

ln 2
m1

m1 + m2
+ (1 − m1) × ln 2

(1 − m1)
(1 − m1) + (1 − m2)

. It can be easily inferred that
m1 and m2 can’t be 0 or 1 simultaneously.

Based on the cross-entropy, the knowledge measure of IVq-RDHFEs can be
established.

Definition 8 Let gi =
⋃

[ε−i ,ε
+
i ]∈µi,

[σ−i ,σ
+
i ]∈υi

{ [
ε−i , ε

+
i

]
,

[
σ−i , σ

+
i

] }
(i = 1, 2, . . . , n) be an IVq-

RDHFE in IVq-RDHFS G. Then the knowledge measure of gi donated as K (gi) is
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K
(
gi

)
=

1
n − 1

n∑
j=1, j,i

(
1 − 0.5

(
I
(
gi, g j

)
π

(
gi

)))
where π

(
gi

)
= λπ+i +(1−λ)π−i

and λ ∈ [0, 1] is defined as the attitudinal character for decision-makers [53]. π+i
and π−i respectively represent the upper bound and lower bound of the hesitant

degree of IVq-RDHFE where π+i =
((
ε+i

)q
+

(
σ+i

)q
−

(
ε+i

)q (
σ+i

)q) 1
q and π−i =((

ε−i

)q
+

(
σ−i

)q
−

(
ε−i

)q (
σ−i

)q) 1
q .

After the calculation of all IVq-RDHFEs, the weights among criteria can be

obtained by normalization of knowledge measure that wi =
k
(
gi

)
n∑

j=1
k
(
g j

) . Because
the weight vector is obtained from the evaluation value of one alternative, each
alternative has its own weight vector.

4.3. Evaluation method of medical service quality

A typical evaluation problem of medical service quality based on IVq-RDHF
information can be described as following: Let A = {A1, A2, . . . , Am} be a set of
hospitals, and D = {D1, D2, . . . , Dn} be a set of sub-criteria for the evaluation
of medical service quality with unknown weights. Suppose that one expert gives
the evaluation information transferred from linguistic terms and then presented
as G =

(
g(i)

j

)
m×n

, which shows the DM’s evaluation for the hospital Ai under
criterion D j . G is the IVq-RDHF decision matrix, and each element in G is g(i)

j ={ [(
ε(i)

j

)−
,
(
ε(i)

j

)+]
,

[(
σ(i)

j

)−
,
(
σ(i)

j

)+]}
, where

[(
ε(i)

j

)−
,
(
ε(i)

j

)+]
represents the

lower limit and upper limit of degree that decision-maker satisfies hospital Ai

under the criterion D j and
[(
σ(i)

j

)−
,
(
σ(i)

j

)+]
represents the lower limit and

upper limit of degree that decision-maker dissatisfies the hospital Ai under the
criterion D j such that

[(
ε(i)

j

)−
,
(
ε(i)

j

)+]
,

[(
σ(i)

j

)−
,
(
σ(i)

j

)+]
⊂ [0, 1],

0 ¬
(
sup

(
ε(i)

j

)+)q
+

(
sup

(
σ(i)

j

)+)q
¬ 1.

(34)

The various steps about a novel algorithm for the evaluation of medical service
quality based on the proposed operator is presented in the following:

Step 1. Establishing the IVq-RDHF decision matrix under sub-criteria G =(
g(i)

j

)
m×n

by transferring DM’s evaluation information from linguistic
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terms, where

g(i)
j =

{ [(
ε(i)

j

)−
,
(
ε(i)

j

)+]
,

[(
σ(i)

j

)−
,
(
σ(i)

j

)+]}
. (35)

Step 2. Calculate the weights among dimensions for the evaluation of medical
service quality through the knowledge measure method. Suppose that there
are n sub-criteria, the weights can be presents by

K
(
g(i)

j

)
=

1
n − 1

n∑
k=1,k, j

(
1 − 0.5

(
I
(
g(i)

j , g
(i)
k

)
π

(
g(i)

j

)))
,

ω(i)
j =

k
(
g(i)

j

)
n∑

k=1

(
g(i)

k

) ,
n∑

j=1
ω(i)

j = 1.

(36)

Step 3. For each hospital Ai (i = 1, 2, . . . ,m), use IVq-RDHFWMSM operator
to aggregate evaluation values under all criteria to obtain the comprehensive
evaluation value Ãi (i = 1, 2, . . . ,m).

Step 4. For each aggregated evaluation value Ãi (i = 1, 2, . . . ,m), use the score
function to calculate the overall score value for each hospital. The score
value can be considered as the evaluation result.

Step 5. Rank all hospitals based on the score value, then select the best hospital.

5. Numerical experiment

Consider a scenario that one expert needs to evaluate the medical service
quality of four hospitals and choose the best one from these alternatives, which
is used to demonstrate the application of the proposed method. There are four
hospitals Ai (i = 1, 2, 3, 4) and the medical service quality of these hospitals can
be evaluated by 34 sub-criteria G j ( j = 1, 2, . . . , 34) in the criteria framework
we propose. Then, the expert will use IVq-RDHF information to present their
evaluation value and compare the four hospitals in all sub-criteria.
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5.1. The decision-making process

In the following, we described a process of solving the above decision-making
problem.

Step 1. Building the interval-valued q-rung dual hesitant fuzzy decision matrix.
The original decision matrix is shown in Table 2. Because there are too
many sub-criteria, we put the decision matrix in Table 2 as a n × m matrix.
While using the operator to the aggregate matrix, the matrix should be
transposed to be a m × n matrix firstly. In order to keep the availability of
this method, we take k = 30 and q = 3 in the following process.

Step 2. Though knowledge measure (λ = 0.5), the weight vectors of sub-criteria
in different alternatives are shown inTable 3. Each column can be considered
as a weight vector under an alternative. For instance, the first column is the
weight vector ω(1) for all criteria under the hospital A1.

Step 3. Using IVq-RDHFWMSM operator to aggregate g(i)
j (i = 1, 2, 3, 4, j =

1, 2, 3, . . . , 34). For example,

IVq-RDHFWMSM(30)
ω(1)

(
g(1)

1 , g(1)
2 , . . . , g(1)

34

)
=

⋃
[ε−ij ,ε

+
ij

]∈µ
g

(1)
ij

,

[σ−ij ,σ
+
ij

]∈υ
g

(1)
ij

×



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*..
,
1 − *.

,
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1¬i1¬...¬i30¬34

*.
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30∏
j=1

(
ε−i j

)ω(1)
ij +

-

3
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1
C30
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∏
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. (37)
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Table 3: Weights for sub-criteria under different alternatives

A1 A2 A3 A4

D11 0.03024 0.02943 0.02955 0.03019
D12 0.03101 0.02793 0.02955 0.03001
D13 0.02751 0.02943 0.02798 0.02994
D14 0.03011 0.02943 0.02798 0.03085
D15 0.03099 0.03019 0.03030 0.03085
D16 0.03024 0.03025 0.02798 0.02755
D17 0.03099 0.03019 0.03030 0.02994
D18 0.03011 0.02943 0.02955 0.02755
D21 0.02751 0.02765 0.03030 0.02994
D22 0.03011 0.03019 0.03030 0.03019
D23 0.02751 0.02943 0.02798 0.03019
D24 0.03099 0.03019 0.03035 0.02755
D31 0.03011 0.02989 0.02798 0.02994
D32 0.03024 0.02989 0.02991 0.02994
D33 0.03024 0.02989 0.02991 0.03019
D34 0.02751 0.02943 0.02955 0.02994
D41 0.02751 0.02765 0.02991 0.02994
D42 0.02751 0.03025 0.02955 0.02755
D43 0.03011 0.02943 0.02955 0.02994
D44 0.03011 0.02943 0.02955 0.03080
D45 0.02751 0.02765 0.02955 0.02994
D46 0.03011 0.02943 0.03030 0.02755
D47 0.03024 0.03025 0.03035 0.02755
D51 0.02751 0.02943 0.02798 0.02994
D52 0.03024 0.03019 0.02955 0.03019
D53 0.03011 0.02989 0.02991 0.03080
D54 0.03024 0.02989 0.02991 0.03019
D55 0.02751 0.02943 0.02955 0.02755
D61 0.03024 0.02765 0.02798 0.03019
D62 0.02751 0.03019 0.02955 0.03019
D63 0.03011 0.02943 0.03030 0.02755
D64 0.02751 0.02943 0.02955 0.02755
D65 0.03024 0.02989 0.02798 0.02755
D66 0.03024 0.02765 0.02955 0.03019
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The aggregated value of Ai (i = 1, 2, 3, 4) is shown as following:

Ã1 = {[0.7926, 0.8943] , [0.0370, 0.1880]} ;
Ã2 = {[0.7191, 0.8714] , [0.0367, 0.2078]} ;
Ã3 = {[0.7208, 0.8576] , [0.0412, 0.2115]} ;
Ã4 = {[0.7802, 0.8784] , [0.0409, 0.2089]} .

Step 4. Based on the score function, the score values are computed as
S( Ã1) = 1.0251, S( Ã2) = 0.8259, S( Ã3) = 0.7937, S( Ã4) = 0.9436.

Step 5. According to Definition 3 and the score values, we have
Ã1 > Ã4 > Ã2 > Ã3. Therefore, the rank between these hospitals is

A1 � A4 � A2 � A3 .

5.2. The influence of the parameters q and k in results

As discussed above, the parameters k and q have a significant influence on
results. In the following, we explore the influence on results made by different
parameters k and q. Firstly, we set q = 3 and assign different values for the
parameter k in the IVq-RDHFWMSM operator. The results are shown in Fig. 1.

Figure 1: Score values of different alternatives Ai (i = 1, 2, 3, 4, 5) with different k based
on IVq-RDHFWMSM operator (q = 3)
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From Fig. 1, it’s obvious that when k ¬ 2 the score values are all negative
and the most score values are positive while k ­ 3. Therefore, k = 3 is a turning
point. Moreover, the trend of score value is that firstly it has a dramatic increase
when k ¬ 3 and then increases more and more slowly when k ­ 4. Finally, the
score value tends to be stable in the interval [0.5, 1]. Although the ranking order
fluctuates with different k, in most cases, the ranking order result is A1 � A4 and
the medical service quality in these two hospitals is better than A2 and A3, which
directly proves the robustness of our method.

Additionally, we investigate the influence of parameter q. The results
are shown in Fig. 2. Generally, the trend of score value obtained by IVq-
RDHFWMSM is decreasing but the slop of each line decreases which illustrates
that it declines more and more slowly. As seen in Fig. 2, when 1 ¬ q ¬ 2, the
change of q brings a huge decrease in score value. After q = 3, the influence of
the parameter q is weaker with the increase of parameter q. Overall, the results
of the ranking order always have the same characteristics. That is, the hospital A1
is always the best one and the hospital A4 is worse than A1 but better than A2 and
A3. The ranking order between A2 and A3 changes with different q but they are
obviously worse than A1 and A4. It should be noted that when q = 1 and q = 2, the
aggregation operator degenerates to IVDHFWMSM and IVPFWMSM, as well
as the knowledge measure, including cross-entropy and hesitant degree, should
be adjusted to fit the same fuzzy environment when calculating the weight vector
of sub-criteria.

Figure 2: Score values of different alternatives Ai (i = 1, 2, 3, 4) with different q based
on IVq-RDHFWMSM operator (k = 30)
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6. Comparative analysis

To illustrate the advantages and stability of the proposed operator, we com-
pared the approach based on the proposed operator with the existing approach in-
cluding interval-valued dual hesitant fuzzy Einstein weighted aggregation (IVD-
HFEWA) operator [54], interval-valued Pythagorean fuzzy hybrid geometric
(IVPFHG) operator [55], q-rung dual hesitant fuzzy weighted geometric Hero-
nian mean (q-RDHFWGHM) operator [47], and interval-valued dual hesitant
fuzzy geometric Heronian mean (IVDHFWGHM) operator [56].

Because the decision information we used in IVq-RDHFWMSM is presented
by a pair of interval fuzzy numbers but the decision information needs to be a pair
of fuzzy numbers in q-RDHFWHM and q-ROFWABM. Based on that, we take
the mean of interval numbers as the fuzzy numbers when the interval numbers
need to be converted. Besides, all the memberships and non-memberships strictly
abide by the restriction that the sum of them must be less than 1 according to
their respective properties. Moreover, if the operator involves a weight vector, we
uniformly use the weight vector calculated in IVq-RDHFWMSM when q = 3.
Table 4 shows the calculated score value of alternatives Ai (i = 1, 2, 3, 4) and
ranking results based on the approaches we mentioned.

Table 4: Score values and ranking order in different approaches

Approaches Score value S(Ai) (i = 1, 2, 3, 4, 5) Ranking order
Zhang et al.’s approach based on
IVDHFEWA operator [54]

S(A1) = 0.3253, S(A2) = 0.2303,
S(A3) = 0.3066, S(A4) = 0.3146 A1 � A4 � A3 � A2

Rahman et al.’s approach based
on IVPFHG [55]

S(A1) = 0.2096, S(A2) = 0.1311,
S(A3) = 0.1624, S(A4) = 0.2106 A4 � A1 � A3 � A2

Xu et al.’s approach based on
q-RDHFWGHM operator [47]
(q = 3, s = t = 1)

S(A1) = 0.2052, S(A2) = 0.1716,
S(A3) = 0.2000, S(A4) = 0.2001 A1 � A4 � A3 � A2

Zang et al.’s approach based on
IVDHFWGHM [56] (s = t = 1)

S(A1) = 0.7418, S(A2) = 0.7702,
S(A3) = 0.7784, S(A4) = 0.7401 A3 � A2 � A1 � A4

The proposed method IVq-
RDHFWMSM (q = 3, k = 30)

S( Ã1) = 1.0251, S( Ã2) = 0.8259,
S( Ã3) = 0.7937, S( Ã4) = 0.9436 A1 � A4 � A2 � A3

Zhang et al.’s method [54] and Rahman et al.’s method [55] are based on
IVDHFEWA and IVPFHG, which get the results that are partially different from
the proposedmethod. In these twomethods, the results both show that themedical
service quality in A1 and A4 is better than A2 and A3. However, in Zhang et
al.’s method, the medical service quality in A3 is better than A2. The reason
why this happens is that the Einstein operator doesn’t catch the interrelationship
among criteria compared with the MSM operator, which loses some information.



EVALUATION OF MEDICAL SERVICE QUALITY BASED ON A NOVEL MULTI-CRITERIA
DECISION-MAKING METHOD WITH UNKNOWNWEIGHTED INFORMATION 677

In Rahman et al.’s method, the medical service quality in A4 is better than A1 as
well as the medical service quality in A3 is better than A2, which is different from
ours. Hesitant degrees in IVq-RDHFWMSMcan be a set of valueswhile IVPFHG
can’t. Although hesitant degrees don’t control the aggregation process, they still
affect the calculation of weight vector. The weight vector used in Rahman et al.’s
method is the same as our method that is unsuitable for Rahman et al.’s method
because of the difference in hesitant degrees. Also, the hybrid geometric operator
can’t catch the interrelationship among criteria. These two reasons cause the
difference between Rahman et al.’s method and our method. Additionally, Zhang
et al.’s method and Rahman et al.’s method both limit DMs’ decision information
by the constraint that the sum or square sum of membership and non-membership
must be less than one. In this situation, DMs are hard to get the right decision
result that can reflect his or her true thought. However, these drawbacks are all
eliminated in IVq-RDHFWMSM operator, which means the method we propose
is more powerful than Rahman et al.’s method.

Xu et al.’s method [47] and Zang et al.’s method [56] are based on q-
RDHFWGHM operator and IVDHFWGHM operator. These two methods both
use geometric Heronian mean operator but apply them to different fuzzy en-
vironments. Compared with IVq-RDHFWMSM, the main drawback of Xu et
al.’s method is that DMs can just use fixed fuzzy numbers to represent their
membership and non-membership degrees. However, it’s a high probability that
DMs’ certainty and uncertainty are a set of possible numbers, which means that
only one fixed fuzzy number couldn’t reflect the certainty or uncertainty accu-
rately. Besides, in Zang et al.’s method. the constraint of the relationship between
membership degree and non-membership limits DMs to present their decision
information. In the results, it’s obvious that Xu et al.’s method delivers a result
that is similar to our method but has some differences. Their method and our
method both get that the medical service quality in A1 and A4 is better than A2
and A3. But their method considers that the medical service quality in is better
than A3 is better than A2, which is different from ours. This happens because
the input in their method is a matrix composed of fixed fuzzy numbers that are
converted from interval fuzzy numbers. The information loss happens during the
conversion. Zang et al.’s method gives a different result that the medical service
quality in A2 and A3 is better than A1 and A4. This happens because the weight
vector used in Zang et al.’s method is the same one in our method that is directly
calculated from decision information in IVq-RDHF environment by knowledge
measure. The unsuitable weight vector causes a big difference between their result
and our result. Additionally, compared with the geometric Heronian mean oper-
ator, the MSM operator has the ability to catch the interrelationship among all
criteria and highlight the risk criteria, which can be considered as another reason
why these two methods get different results from our method. By the proposed
method, the problems in these two methods can be solved because it allows DMs
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to use a pair of interval values to show the membership, non-membership, and
hesitant degree and the limitation of membership and non-membership can be
eliminated. Therefore, the method based on IVq-RDHFWMSM operator makes
the decision result more accurate and gives DMs more freedom to present their
decision information.

To better illustrate the advantages of IVq-RDHFWMSM operator, we show
the characteristics of different operators as shown in Table 5.

Table 5: Characteristics of different approaches

Operators

Allow DMs to
use interval values
to represent cer-
tainty and uncer-
tainty

Allow DMs to
use the parame-
ter q to adjust the
condition among
membership, non-
membership and 1

Have the ability to
catch the interrela-
tionship between
two attributes

Have the ability to
catch the interrela-
tionship among all
attributes

IVDHFEWA
√

× × ×
IVPFHG

√
× × ×

q-RDHFWGHM
(q = 3, s = t = 1) ×

√ √
×

IVDHFWGHM
√

×
√

×
IVq-RDHFWMSM

√ √ √ √

7. Conclusions

This paper builds a novel and effectiveMCDM evaluation method for medical
service quality. Firstly, it explores the application ofMSM operator in IVq-RDHF
environment and proposes IVq-RDHFMSMoperator and IVq-RDHFWMSMop-
erator, which can capture the interrelationship between all attributes and highlight
the risk attitudes. DMs also have higher freedom to express their decision infor-
mation in IVq-RDHF environment compared with other fuzzy environments. Be-
sides, this paper delivers some properties and special cases for IVq-RDHFMSM
operator and IVq-RDHFWMSM operator. These two operators can deal with
more general situations because we can find that some other aggregation opera-
tors are special cases of these two operators.

Moreover, this paper proposes the concept of cross-entropy for IVq-RDHFE
and a new knowledge measure method, based on cross-entropy, to calculate
weight vector for arguments instead of using a fixed weight vector decided by
DM. The weight vector is directly converted from the decision matrix in IVq-
RDHF environment, which can make the weights more objective and avoid the
situation that the weight vector and decision information are not consistent.
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Finally, this paper establishes a novel way to evaluate medical service quality
including a criteria framework and an algorithm. We apply this new approach to
evaluate four hospitals to demonstrate the availability of this method and make
a comparative analysis to state the effectiveness and superiority of this method.
The result shows that our approach has more advantages than the others.

In the future, it is worth combining IVq-RDHFSwith linguistic fuzzy sets [57]
to evaluate the quality of medical service. Moreover, group decision-making
[58, 59] can be considered to improve the robustness of the evaluation result.
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