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The magnitude optimum design of the PI controller
for plants with complex roots and dead time

Jan CVEJN

Analytical design of the PID-type controllers for linear plants based on the magnitude
optimum criterion usually results in very good control quality and can be applied directly for
high-order linear models with dead time, without need of anymodel reduction. This paper brings
an analysis of properties of this tuning method in the case of the PI controller, which shows that
it guarantees closed-loop stability and a large stability margin for stable linear plants without
zeros, although there are limitations in the case of oscillating plants. In spite of the fact that the
magnitude optimum criterion prescribes the closed-loop response only for low frequencies and
the stability margin requirements are not explicitly included in the design objective, it reveals that
proper open-loop behavior in the middle and high frequency ranges, decisive for the closed-loop
stability and robustness, is ensured automatically for the considered class of linear systems if all
damping ratios corresponding to poles of the plant transfer function without the dead-time term
are sufficiently high.

Key words: dead time, frequency response, magnitude optimum, PID controller, process
control, stability margin

1. Introduction

In process control, the PID structure of the feedback controller is the most
common in practice due to low number of tuning parameters, low-cost and easy
implementation and capability to control even unknown and non-linear processes.
The PI variant of the controller is the most frequently used [1], although the
full version offers enhanced control quality. On the other hand, using derivative
component in the PID controller may not be advantageous for control of processes
with significant noise and in these situations the use of the PI controller is
preferable. Practical experiences also show that the PI controller is sometimes
more successful in control of processes with long dead time [2].
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Simple PID controller tuning methods, which are popular in practice, are
often based on simplified models that utilize some kind of approximation of
the high-order and dead-time dynamics. The simple models can be obtained by
processing process response data or by a model-reduction technique from a high-
order model. The tuning rules are often based on the step response damping and
maximal overshoot requirements [3, 4], pole placement [5, 6], or internal model
principle [7].
Themethods capable to work directly with high-order dynamicmodels enable

to achieve enhanced performance, but are usually more complex. Besides the
magnitude optimum method, this group includes the dominant pole placement
[1], the methods based on minimization of integral criteria in time domain and
others. Especially the absolute error areas (IAE, ITAE) provide very convenient
evaluation of the control quality, but require a numerical computation in general.
In the case of plants without dead time it is possible to utilize prototype transfer
functions minimizing the integral criteria for the controller design [8]. In [9]
and [10] it is proposed to maximize the integral gain of the controller subject to
sensitivity constraints.
This paper deals with the problem of setting-up the PI controller parameters

for the class of stable dynamic systems with the transfer function in Laplace
transform

𝐹 (𝑠) = 𝐾

𝑎𝑛𝑠
𝑛 + . . . + 𝑎1𝑠 + 1

𝑒−𝜏𝑠, (1)

where 𝐾 is the plant static gain and 𝜏  0 the dead time parameter. The controller
transfer function is considered in the form

𝑅(𝑠) = 𝐾𝐶 (1 + 1/(𝑇𝐼 𝑠)) , (2)

where 𝐾𝐶 is the controller gain and 𝑇𝐼 is the integral time constant.
The magnitude optimum (MO) or modulus optimum tuning method [11-14]

enables to compute the PID-type controller parameters without need of approxi-
mation of the dead-time dynamics. The MO criterion requires that

lim
𝜔→0

|𝐺𝐶𝐿 (𝑖𝜔) | = 1, lim
𝜔→0

𝑑𝑘

𝑑𝜔𝑘
|𝐺𝐶𝐿 (𝑖𝜔) | = 0, 𝑘 = 1, 2, . . . , 𝑘𝑚 , (3)

where 𝐺𝐶𝐿 (𝑠) denotes the closed-loop transfer function between the reference
signal and the plant output, and 𝑘𝑚 is as high as possible for given number of
the controller tuning parameters. Eq. (3) is equivalent to the requirement that the
closed-loop frequency responsemodulus is as flat as possible in the low frequency
range. This requirement is most natural for the reference tracking control tasks,
where the closed-loop system is to be able to respond quickly to changes of the
reference input, or to efficiently reject the disturbances affecting the plant output
directly.
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Since the method works directly with the dead-time dynamics and does not
utilize any approximation, it is usable even for systems with long dead time. It
is known that the MO method usually gives fast and well damped closed-loop
responses for process models frequently used in industry [13]. On the other
hand, (3) is a performance-type requirement, which does not explicitly include
the stability and robustness aspects. Since the response is prescribed only for
low frequencies, it can be expected that the control loop behavior for middle
frequencies, decisive for the closed-loop stability, need not be convenient in
general. In “normal” situations, the MO settings satisfy

𝐿 (𝜔) ∈ {𝑧 |Re 𝑧  −0.5} , ∀𝜔  0, (4)

where 𝐿 (𝜔) = 𝑅(𝑖𝜔)𝐹 (𝑖𝜔) denotes the open-loop frequency response function.
This property guarantees 𝑀𝑆 ¬ 2, where

𝑀𝑆 = sup
𝜔∈[0,∞)

|1 + 𝐿 (𝜔) |−1 (5)

denotes the closed-loop sensitivity,which is recommended for PI or PIDcontroller
tuning in general [1]. The property (4) also ensures the gain margin larger than 2
and the phase margin larger than 60◦. However, it is true that the method can fail
to produce stabilizing settings for stable plants in some cases, or can give settings
with a reduced stability margin. This especially regards plants with zeros, so the
method cannot be recommended in such situations in general and it is the reason
why zeros are not considered in (1).
The stability margin properties of the MO design for the PID controller have

been studied in [15], but only for plants (1) with real roots. It was shown that in this
case the open-loopNyquist plot always comes out from the point [−0.5, 𝜈], where
𝜈 → −∞, and tends towards the right half-plane for low frequencies. This result
was obtained from the observation that the multiplication of the expansions of the
terms (𝑇𝑘𝑖𝜔 + 1)−1 and 𝑒−𝜏𝑖𝜔 preserves some relations between the coefficients,
but it seems that this approach cannot be extended for plants with complex roots.
It reveals that due to the derivative component of the controller a correction of
the settings is necessary for plants with very long dead time. The corresponding
improvements of the MO tuning for the first-order plant with dead time have been
described in [16].
In this paper, the properties of the MO tuning method are analyzed for the

general plant (1), in the case of the PI controller. The analysis is important for
understanding strengths andweaknesses of this approach. Although the controller
(2) depends only on two parameters, the explanation that (4) holds for a specified
class of stable plants seems to be far from being simple.
It is true that the MO tuning is predominantly suitable for the reference signal

tracking and the output disturbance rejection tasks, but the performance need not
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be satisfactory in some cases when the disturbance affects the output indirectly.
The situation when the disturbance takes effect on the plant input is common in
process control. Therefore, in [17] and [18] the MO criterion has been modified
to improve the control performance in these cases. A similar modification of
the method also has been used in [19] in the case of the SOPDT plant. An
alternative approach has been proposed in [20] – instead of modifying the design
criterion, the MO-tuned controller is extended with a suitable first-order term,
which increases the gain for low frequencies, but preserves the sensitivity level
𝑀𝑆 ¬ 2. The corresponding PI controller version has been described in [21].
The paper is organized as follows. Basic known facts about computation of

the MO settings of the PI controller for plants (1) are summarized in Section 2.
For purposes of Section 4, the MO settings are obtained for the factorized form of
𝐹 (𝑠) in Section 3. Section 4, which analyses the behavior of 𝐿 (𝜔), is divided into
three sub-sections. Section 5 shows simulated responses for a number of plants to
verify the conclusions obtained in Section 4 and to demonstrate practical qualities
of this approach.

2. Computation of the MO settings

For a simplification, the controller (2) transfer function is rewritten into
the form

𝑅(𝑠) = 𝐾−1 (𝑟0 + 𝑟−1/𝑠) , (6)
where 𝐾 is just the plant static gain in (1). In this way the parameter 𝐾 can be
excluded from further considerations. By comparison with (2), 𝐾𝐶 = 𝑟0/𝐾 and
𝑇𝐼 = 𝑟0/𝑟−1 are obtained for the actual controller settings, where 𝑟0 and 𝑟−1 are
the parameters to be found. If the Taylor expansion of 𝐹 (𝑠) at 𝑠 = 0 is considered
in the form

𝐹 (𝑠) = 𝐾
(
1 − 𝑐1𝑠 + 𝑐2𝑠2 − 𝑐3𝑠3 + . . .

)
(7)

it is possible to obtain

Re 𝐿 (𝜔) = 𝑟0
Re 𝐹 (𝑖𝜔)

𝐾
+ 𝑟−1
𝜔

Im 𝐹 (𝑖𝜔)
𝐾

= (𝑟0 − 𝑐1𝑟−1) + (−𝑐2𝑟0 + 𝑐3𝑟−1) 𝜔2 + . . . (8)

The requirement (3) is equivalent to

lim
𝜔→0

d 𝑘

d𝜔𝑘
(1 + 2Re 𝐿 (𝜔)) = 0, 𝑘 = 0, . . . , 𝑘𝑚 , (9)

where the equations (9) for odd 𝑘 are satisfied automatically [15]. Conditions
equivalent to (9) were obtained in [22] from the fact that to achieve the largest



THE MAGNITUDE OPTIMUM DESIGN OF THE PI CONTROLLER FOR PLANTS
WITH COMPLEX ROOTS AND DEAD TIME 9

possible closed-loop bandwidth without harmonic overshoot, 𝐿 (𝜔) should lie on
the 0 dB M-circle, which is identical to the line {𝑧 | Re 𝑧 = −0.5}. Substituting
(8) into (9) gives the system of linear equations

𝑟0 − 𝑐1𝑟−1 = −0.5, −𝑐2𝑟0 + 𝑐3𝑟−1 = 0 (10)

for the controller settings. Based on [12], the coefficients 𝑐𝑘 can be computed
directly from the coefficients of the transfer function (1) as follows:

𝑐1 = 𝑎1 + 𝜏,
· · ·

𝑐𝑘 = (−1)𝑘+1𝑎𝑘 +
𝜏𝑘

𝑘!
+
𝑘−1∑︁
𝑖=1

(−1)𝑘+𝑖−1𝑐𝑖𝑎𝑘−𝑖 .
(11)

It is an important aspect of this approach that the products 𝐴𝑘 = 𝐾𝑐𝑘 , called
characteristic areas, can be computed directly from the plant step response or the
response to a general input. Therefore, the knowledge of all coefficients of the
transfer function (1) is not needed for computation of the controller settings.

3. The MO settings for 𝐹 (𝑠) in factorized form

Although themodel (1) can be used to compute the controller settings directly,
it seems that for higher 𝑛 it is not suitable for analysis of the behavior of 𝐿 (𝜔).
Therefore, for the purposes of the following sections theMO settings are obtained
for the factorized form of 𝐹 (𝑠). Any stable transfer function (1) can be written in
the form

𝐹 (𝑠) = 𝐾
𝑚∏
𝑘=1

(
𝛼𝑘𝑇

2
𝑘 𝑠
2 + 𝑇𝑘 𝑠 + 1

)−1
𝑒−𝜏𝑠, (12)

where𝑚 ¬ 𝑛,𝑇𝑘 > 0 and 𝛼𝑘  0. If 𝛼𝑘 > 1/4 for a particular 𝑘 , the corresponding
factor in the denominator

𝛼𝑘𝑇
2
𝑘 𝑠
2 + 𝑇𝑘 𝑠 + 1 =

(√
𝛼𝑘𝑇𝑘

)2
𝑠2 + 2𝜁𝑘

(√
𝛼𝑘𝑇𝑘

)
𝑠 + 1 (13)

has a pair of complex roots with the damping ratio 𝜁𝑘 = 1/
(
2√𝛼𝑘

)
, while 𝛼𝑘 ∈

(0, 1/4] corresponds to a pair of real roots. The case 𝛼𝑘 = 0 corresponds to a
single real root. Note that 𝑚 = 𝑛 in (1) if 𝛼𝑘 = 0 for all 𝑘 , otherwise 𝑚 < 𝑛.
The purpose of this section is to obtain the MO controller settings for the

plant model (12). Denote

𝐺 (𝜔) = |𝐹 (𝑖𝜔) |
𝐾

=

[
𝑚∏
𝑘=1

(
1 − 𝛼𝑘 (𝑇𝑘𝜔)2

)2
+ 𝑇2𝑘𝜔

2

]−1/2
, (14)
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𝐻 (𝜔) = −∠𝐹 (𝑖𝜔) = 𝜏𝜔 +
𝑚∑︁
𝑘=1
atan2

(
Tk𝜔, 1 − 𝛼k (Tk𝜔)2

)
, (15)

where the function atan2(y, x) returns 𝜑 in the interval (−𝜋, 𝜋] such that 𝑟 sin 𝜑 =

𝑦 and 𝑟 cos 𝜑 = 𝑥, 𝑟 > 0.

Proposition 1 Let

𝑆 𝑗 =

𝑚∑︁
𝑘=1

𝛽 𝑗 𝑘𝑇
𝑗

𝑘
, 𝑇Σ =

𝑚∑︁
𝑘=1

𝑇𝑘 + 𝜏 , (16)

where the coefficients 𝛽 𝑗 𝑘 are for the plant (12) defined in Table 1 in dependence
on 𝛼𝑘 . The Taylor expansions of 𝐺 (𝜔) and 𝐻 (𝜔) at 𝜔 = 0 are in the form

𝐺 (𝜔) = 1 +𝐺2𝜔2 +𝐺4𝜔4 + . . . , 𝐻 (𝜔) = 𝑇Σ𝜔 +𝐻3𝜔3 +𝐻5𝜔5 + . . . , (17)

where

𝐺2 = −𝑆2
2
, 𝐺4 =

𝑆4

4
+
𝑆22
8
, 𝐺6 = −

(
𝑆6

6
+ 𝑆2𝑆4
8

+
𝑆32
48

)
, (18)

and
𝐻2 𝑗+1 = (−1) 𝑗

𝑆2 𝑗+1
2 𝑗 + 1 , 𝑗  1. (19)

Proof. For 𝜔 → 0 it is

atan2
(
Tk𝜔, 1 − 𝛼k (Tk𝜔)2

)
= arctan

[
Tk𝜔/

(
1 − 𝛼k (Tk𝜔)2

)]
. (20)

In the case 𝑚 = 1 and 𝜏 = 0 it is possible to obtain

𝐻2 𝑗+1 = (−1) 𝑗
𝛽2 𝑗+1,1𝑇

2 𝑗+1
1

2 𝑗 + 1 , 𝑗 = 0, 1, . . . (21)

by evaluating the derivatives of 𝐻 (𝜔) at 𝜔 = 0. For 𝑚 > 1, (19) follows directly
from (21). The expansion of

− 0.5 ln
[(
1 − 𝛼𝑘 (𝑇𝑘𝜔)2

)2
+ 𝑇2𝑘𝜔

2
]
= 𝐸2,𝑘𝜔

2 + 𝐸4,𝑘𝜔4 + . . . (22)

for 𝜔 = 0 yields

𝐸2 𝑗 ,𝑘 = (−1) 𝑗
𝛽2 𝑗 ,𝑘𝑇

2 𝑗
𝑘

2 𝑗
. (23)
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The coefficients 𝐸2 𝑗 corresponding to the general function𝐺 (𝜔) (14) are sums of
𝐸2 𝑗 ,𝑘 corresponding to the terms (22). Finally, the expansion of𝐺 (𝜔) is obtained
from

𝑒ln𝐺 (𝜔) = 1 + ln𝐺 (𝜔) + 1
2
(ln𝐺 (𝜔))2 + 1

6
(ln𝐺 (𝜔))3 + . . .

= 1 + 𝐸2𝜔2 + 𝐸4𝜔4 + . . . +
1
2

(
𝐸2𝜔

2 + 𝐸4𝜔4 + . . .
)2

+ . . .

= 1 + 𝐸2𝜔2 +
(
𝐸4 +

𝐸22
2

)
𝜔4 +

(
𝐸6 + 𝐸2𝐸4 +

𝐸32
6

)
𝜔6 + . . . (24)

2
Table 1: The coefficients 𝛽 𝑗𝑘 values in dependence on 𝛼𝑘

𝑗 𝛽 𝑗 𝑘

1 1
2 1 − 2𝛼𝑘
3 1 − 3𝛼𝑘
4 1 − 4𝛼𝑘 + 2𝛼2𝑘
5 1 − 5𝛼𝑘 + 5𝛼2𝑘

Figure 1 shows the values of 𝛽 𝑗 𝑘 in dependence on 𝛼𝑘 in graphical form. Note
that for plants with only real poles all 𝛽 𝑗 𝑘 are 1.

kα

jkβ

Figure 1: The values of 𝛽 𝑗𝑘 in dependence on 𝛼𝑘

It is useful to make the following transformation of the frequency. If we
define 𝜉 = 𝑇Σ𝜔, 𝑔(𝜉) = 𝐺 (𝜉/𝑇Σ) and ℎ(𝜉) = 𝐻 (𝜉/𝑇Σ), the open-loop frequency
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response function can be expressed in terms of 𝜉 as 𝐿 (𝜔) = 𝑙 (𝜉), where

𝑙 (𝜉) = 𝑔(𝜉)
(
𝑟0 +

𝑇Σ 𝑟−1
𝑖𝜉

)
𝑒−𝑖ℎ(𝜉) . (25)

For the coefficients in the expansions

𝑔(𝜉) = 1 + 𝑔2𝜉2 + 𝑔4𝜉4 + . . . , ℎ(𝜉) = 𝜉 + ℎ3𝜉3 + ℎ5𝜉5 + . . . (26)

𝑔 𝑗 = 𝐺 𝑗𝑇
− 𝑗
Σ
and ℎ 𝑗 = 𝐻 𝑗𝑇

− 𝑗
Σ
are easily obtained. If we define 𝑠 𝑗 = 𝑆 𝑗𝑇

− 𝑗
Σ
, it can

be easily seen from (18) that

𝑔2 = − 𝑠2
2
, 𝑔4 =

𝑠4

4
+
𝑠22
8
, 𝑔6 = −

(
𝑠6

6
+ 𝑠2𝑠4
8

+
𝑠32
48

)
, (27)

ℎ2 𝑗+1 = (−1) 𝑗
𝑠2 𝑗+1
2 𝑗 + 1 , 𝑗  1. (28)

Due to this transformation, ℎ(𝜉) ≈ 𝜉 for low 𝜉 for any plant 𝐹 (𝑠). The
following result enables to compute the MO settings directly from the plant
representation (12).

Proposition 2 The MO-optimal settings of the PI controller for plant (12) are in
the form:

𝑟−1 =
3
4𝑇Σ
1 + 𝑠2
1 − 𝑠3

, 𝑟0 =
3
4
1 + 𝑠2
1 − 𝑠3

− 1
2
. (29)

Proof. First, consider the situation without the real factor 𝑔(𝜉), i.e. for the
plant with the frequency response

𝑒−𝑖ℎ(𝜉) = 1 − 𝑖ℎ(𝜉) + 𝑖
2

2
ℎ(𝜉)2 − 𝑖

3

6
ℎ(𝜉)3 + . . . (30)

Substituting (26) into (30) yields

𝑒−𝑖ℎ(𝜉) = 1 − 𝑖
(
𝜉 + ℎ3𝜉3 + . . .

)
− 1
2

(
𝜉2 + . . .

)
+ 𝑖

6

(
𝜉3 + . . .

)
+ . . .

= 1 − (𝑖𝜉) + 1
2
(𝑖𝜉)2 −

(
1
6
− ℎ3

)
(𝑖𝜉)3 + . . . (31)

The plant frequency response can be expressed in the dependence on 𝜉 as follows
(compare with (7)):

𝐹 (𝑖𝜉/𝑇Σ) = 𝐾
(
1 − 𝑐1(𝑖𝜉) + 𝑐2(𝑖𝜉)2 − 𝑐3 (𝑖𝜉)3 + . . .

)
, (32)
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where 𝑐 𝑗 = 𝑐 𝑗𝑇
− 𝑗
Σ
. The coefficients 𝑐 𝑗 in the expansion (32) then are obtained by

multiplying the series (31) and 𝑔(𝜉) = 1 − 𝑔2(𝑖𝜉)2 + 𝑔4(𝑖𝜉)4 − . . . as

𝑐1 = 1, 𝑐2 = 1/2 − 𝑔2, 𝑐3 = 1/6 − ℎ3 − 𝑔2 . (33)

Substituting 𝑐 𝑗 = 𝑇
− 𝑗
Σ
𝑐 𝑗 into (10) and expressing 𝑟−1, 𝑟0 yields (29). 2

4. The stability margin of the MO tuning method

4.1. General frequency-domain properties of the MO settings

From (9) it follows that Re 𝐿 (𝜔) → −0.5 for 𝜔 → 0. Let us define 𝜔𝑢
the lowest frequency such that ∠𝐿 (𝜔) = −𝜋. Analogously, 𝜉𝑢 denotes the lowest
transformed frequency such that∠𝑙 (𝜉) = −𝜋. Except for the plant 𝐹 (𝑠) = 𝐾 (𝑇𝑠+
1)−1, it is ∠𝐿 (𝜔) ¬ −𝜋 for 𝜉 → ∞ and if 𝑟−1 > 0, the frequency 𝜔𝑢 exists. If
|𝐿 (𝜔) | is non-increasing for 𝜔  𝜔𝑢, it is

Re 𝐿 (𝜔) = |𝐿 (𝜔) | cos (∠𝐿 (𝜔))  − |𝐿 (𝜔𝑢) | = Re 𝐿 (𝜔𝑢) (34)

for𝜔  𝜔𝑢. Thus, if Re 𝐿 (𝜔) is non-decreasing for𝜔 ∈ [0, 𝜔𝑢], Re 𝐿 (𝜔)  −0.5
must hold for any𝜔  0. If 𝑟−1 > 0, it is Im 𝐿 (𝜔) < 0 for 𝜔 < 𝜔𝑢. Since the open
loop contains noRHPpoles, except for one zero pole, the fact that Re 𝐿 (𝜔)  −0.5
for all 𝜔  0 and Im 𝐿 (𝜔) ¬ 0 for 𝜔 ¬ 𝜔𝑢 guarantees closed-loop stability by
the Nyquist criterion. Moreover, there is a large reserve in stability implied by
the property (4).
Consequently, the key requirements ensuring (4) are that Re 𝐿 (𝜔) is non-

decreasing for 𝜔 ∈ [0, 𝜔𝑢] and that |𝐿 (𝜔) | is non-increasing for 𝜔 > 𝜔𝑢,
although these conditions are not necessary. Note that if Re 𝐿 (𝜔) < 0 is non-
decreasing in [0, 𝜔𝑢], it is sure that |𝐿 (𝜔) | is decreasing in this interval, so
|𝐿 (𝜔) |′ ¬ 0 can be required in full range of 𝜔 without loss of generality. Since
the frequency transformation 𝜉 = 𝑇Σ𝜔 does not affect the shape of the Nyquist
plot, for analyzing properties of the MO settings it is possible to work with 𝑙 (𝜉)
instead of 𝐿 (𝜔). The requirement |𝐿 (𝜔) |′ ¬ 0 is thus equivalent to |𝑙 (𝜉) |′ ¬ 0.
Let 𝐴(𝜉) = sin ℎ(𝜉)/𝜉, 𝐵(𝜉) = cos ℎ(𝜉) and

𝜎 =
𝑟0

𝑇Σ 𝑟−1
= 1 − 2

3
1 − 𝑠3
1 + 𝑠2

. (35)

From (25) it follows that Re 𝑙 (𝜉) = −𝑇Σ 𝑟−1𝑉 (𝜉), where

𝑉 (𝜉) = 𝑔(𝜉) (𝐴(𝜉) − 𝜎𝐵(𝜉)) . (36)

If 𝑠3 < 1 and 𝑠2 > −1, 𝑟−1 > 0 is always obtained by substitution into (29), which
is necessary for the closed-loop stability, as discussed above. The requirement
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𝑠3 < 1 ensures bounded values of 𝑟0 and 𝑟−1. The lower bound of 𝑟0 then
corresponds to 𝑔2 = −1, which corresponds to 𝑟0 = −0.5. It is then easily seen
from (35) that 𝑟−1 > 0 is equivalent to 𝜎 < 1 and 𝜎  0 is equivalent to 𝑟0  0.
Unlike 𝑟−1 > 0, 𝑟0  0 is not necessary for the closed-loop stability. If

𝑟0 > 0, which can be considered as a normal operational mode, the proportional
term of the controller increases the closed-loop bandwidth in comparisons to the
pure I-controller case. Negative 𝑟0 occurs mostly in the situations when 𝐺 (𝜔) is
increasing for 𝜔 → 0.

4.2. The trend of Re 𝑙 (𝜉) for 𝜉 → 0

Since the MO-optimal trend of Re 𝑙 (𝜉) is flat for low frequencies, decreasing
trend ofRe 𝑙 (𝜉) signalizes that 𝑙 (𝜉) tends towards the point [−1, 0], so the stability
margin gets reduced. Therefore, non-decreasing trend of Re 𝑙 (𝜉) for 𝜉 → 0 can
be considered as a basic indicator of proper open-loop behavior. Hereafter, 𝜎 < 1
is assumed, so 𝑟−1 > 0.

Proposition 3 The MO-optimal trend of Re 𝑙 (𝜉) is increasing for sufficiently low
𝜉 > 0 if

1 − 𝜎
8

(
2𝑠4 − 𝑠22

)
−

(
1
24

+ 𝑠3
3

)
𝜎 + 𝑠5

5
+ 𝑠3
6
+ 1
120

< 0. (37)

Proof. From

cos ℎ(𝜉) = 1 − ℎ2(𝜉)
2

+ ℎ
4(𝜉)
24

− . . . ,

sin ℎ(𝜉) = ℎ(𝜉) − ℎ3(𝜉)
6

+ ℎ
5(𝜉)
120

− . . .
(38)

by evaluating the expansions of (ℎ(𝜉))𝑘 for 𝑘 = 2, . . . , 5 using (26), in particular

ℎ2(𝜉) = 𝜉2
(
1 + 2ℎ3𝜉2 + . . .

)
,

ℎ3(𝜉) = 𝜉3
(
1 + 3ℎ3𝜉2 + . . .

)
,

(39)

we obtain

𝐴(𝜉) − 𝜎𝐵(𝜉) = (1 − 𝜎) +
(
−1
6
+ ℎ3 +

1
2
𝜎

)
𝜉2

+
[
ℎ5 −

ℎ3

2
+ 1
120

−
(
1
24

− ℎ3
)
𝜎

]
𝜉4 + . . . (40)
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Multiplying (40) by the expansion of 𝑔(𝜉) (26) yields

𝑉 (𝜉) = (1 − 𝜎) +
[
𝑔2(1 − 𝜎) −

1
6
+ ℎ3 +

1
2
𝜎

]
𝜉2

+
[
(1 − 𝜎)𝑔4 +

(
−1
6
+ ℎ3 +

1
2
𝜎

)
𝑔2 + ℎ5 −

ℎ3

2

+ 1
120

−
(
1
24

− ℎ3
)
𝜎

]
𝜉4 + . . . (41)

The coefficient at 𝜉2 in (41) vanishes due to theMO-optimality, which also means
that

− 1
6
+ ℎ3 +

1
2
𝜎 = −𝑔2(1 − 𝜎). (42)

Consequently, since 𝜎 < 1 is assumed, Re 𝑙 (𝜉) is locally increasing for 𝜉 → 0 if

(1 − 𝜎)
(
𝑔4 − 𝑔22

)
−

(
1
24

− ℎ3
)
𝜎 + ℎ5 −

ℎ3

2
+ 1
120

< 0 (43)

which is equivalent to (37). 2

It is not difficult to show that the inequality (37) holds if 0 ¬ 𝑠 𝑗 , 𝑠3 < 1 and

𝑠 𝑗+1 ¬ 𝑠
( 𝑗+1)/ 𝑗
𝑗

, 𝑗 = 2, . . . , 4 (44)

but this step is omitted. If 𝛽 𝑗 𝑘 = 1 for all 𝑘, 𝑗  1, the inequalities (44) are
equivalent to

𝑚∑︁
𝑘=1

𝑧
𝑝

𝑘
¬

(
𝑚∑︁
𝑘=1

𝑧𝑘

) 𝑝
, (45)

where 𝑧𝑘 = (𝑇𝑘/𝑇Σ) 𝑗 and 𝑝 = ( 𝑗 + 1)/ 𝑗 , which is the triangle inequality in

𝐿𝑝-space. Therefore, the inequality (37) holds if 𝑆 𝑗 =
𝑚∑︁
𝑘=1

𝑇
𝑗

𝑘
, where 𝑇𝑘 > 0. This

situation corresponds to the plants (12) with only real roots, where 0 ¬ 𝑠𝑘 and
𝑠3 < 1 are fulfilled if 𝑛 > 1 or 𝜏 > 0. Unfortunately, in the case of complex roots
the conditions (44) are often not satisfied.
To obtain a more general result, let us write

𝑠 𝑗 =

𝑚∑︁
𝑘=1

𝛽 𝑗 𝑘𝑥
𝑗

𝑘
, 𝑥𝑘 = 𝑇𝑘/𝑇Σ (46)

and divide the factors 𝛼𝑘𝑇2𝑘 𝑠
2 + 𝑇𝑘 𝑠 + 1 in the plant (12) denominator into two

groups: group 𝐴 contains all the factors such that 𝛽3𝑘  0, i.e. 𝛼𝑘 ¬ 1/3, and
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group 𝐵 contains the factors where 𝛽3𝑘 < 0. Denote 𝐼𝐴 and 𝐼𝐵, the sets of indices
𝑘 corresponding to the group 𝐴 and 𝐵, respectively, so 𝐼𝐴 ∪ 𝐼𝐵 = {1, . . . , 𝑚} and
𝐼𝐴 ∩ 𝐼𝐵 = Ø. The terms 𝑠 𝑗 are thus decomposed as 𝑠 𝑗 = 𝑠𝐴𝑗 + 𝑠𝐵𝑗 , where

𝑠𝐴𝑗 =
∑︁
𝑘∈𝐼𝐴

𝛽 𝑗 𝑘𝑥
𝑗

𝑘
, 𝑠𝐵𝑗 =

∑︁
𝑘∈𝐼𝐵

𝛽 𝑗 𝑘𝑥
𝑗

𝑘
. (47)

Proposition 4 Re 𝑙 (𝜉) is increasing for 𝜉 → 0 if 𝛼𝑘 ¬ 0.5 in (12) for all 𝑘 =

1, . . . , 𝑚, and 𝑛 > 1 or 𝜏 > 0.

Proof. Let

𝜓(𝑧, 𝜀) = (1−𝜎)
2
(
𝑠𝐴3

)4/3
− 𝑠22

8
−

(
1
24

+ 𝑠3
3

)
𝜎 +

(
𝑠𝐴3

)5/3
− 𝜀

5
+ 𝑠3
6
+ 1
120

, (48)

where 𝜀 > 0 is a small number, 𝑠3 = 𝑠𝐴3 + 𝑠
𝐵
3 , and 𝜎 = 𝜎(𝑠2, 𝑠3) is given by (35).

The symbol 𝑧 denotes a point in the set containing all the feasible configurations
described by the values of 𝑠𝐴2 , 𝑠

𝐵
2 , 𝑠

𝐴
3 and 𝑠

𝐵
3 , which will be specified later.

It can be easily verified that in the interval where 𝛽 𝑗 𝑘  0, 𝛽 𝑗+𝑙,𝑘 ¬ 𝛽
( 𝑗+𝑙)/ 𝑗
𝑗 𝑘

holds for 𝑗 ¬ 3 and 𝑙 = 1, 2. Note that 𝛽 𝑗+𝑙,𝑘 ≈ 𝛽
( 𝑗+𝑙)/ 𝑗
𝑗 𝑘

for 𝛼𝑘 → 0 and in Fig. 1
it can be seen that always 𝛽 𝑗+𝑙,𝑘 < 0 if 𝛽 𝑗 ,𝑘 = 0. Considering 𝛽 𝑗 𝑘  0 and 𝑠𝐴𝑗  0,
the inequality (45) yields

𝑠𝐴𝑗+𝑙 ¬
𝑚∑︁
𝑘=1

𝛽
( 𝑗+𝑙)/ 𝑗
𝑗 𝑘

𝑥
𝑗+𝑙
𝑘
¬

(
𝑚∑︁
𝑘=1

(
𝛽
1/ 𝑗
𝑗 𝑘
𝑥𝑘

) 𝑗 ) ( 𝑗+𝑙)/ 𝑗
=

(
𝑠𝐴𝑗

) ( 𝑗+𝑙)/ 𝑗
. (49)

If 𝛼𝑘 ¬ 0.5 for all 𝑘 , it is 𝑠𝐵𝑗 ¬ 0 for 𝑗 = 3, . . . , 5, and 𝑠
𝐵
2  0. Consequently,

𝑠5 ¬
(
𝑠𝐴3

)5/3
and 𝑠4 ¬

(
𝑠𝐴3

)4/3
. The inequality (37) then holds if 𝜓 (𝑧, 0) < 0 for

𝜓 (𝑧, 𝜀) given by (48).
By definition 𝑠𝐴1 + 𝑠𝐵1 ¬ 1, and due to (45) 𝑠

𝐴
2 ¬

(
𝑠𝐴1

)2 and 𝑠𝐴3 ¬ (
𝑠𝐴2

)3/2, so
𝑠𝐵1 ¬ 1−𝜂, where 𝜂 =

(
𝑠𝐴2

)1/2. If𝛼𝑘 ¬ 0.5, it is 𝑠𝐵2 ¬ (
𝑠𝐵1

)2 /3 and 𝑠𝐵3  −0.5
(
𝑠𝐵1

)3,
because 𝛽2𝑘 ¬ 1/3 and 𝛽3𝑘  −0.5 for 𝑘 ∈ 𝐼𝐵. Therefore, it is sufficient to verify
that 𝜓(𝑧, 0) < 0 for all 𝑧 =

(
𝜂, 𝑠𝐵1 , 𝑠

𝐵
2 , 𝑠

𝐴
3 , 𝑠

𝐵
3

)
such that 𝜂2 = 𝑠𝐴2 and

𝜂 ∈ [0, 1], 𝑠𝐵1 ∈ [0, 1 − 𝜂], 𝑠𝐵2 ∈
[
0,

(
𝑠𝐵1

)2/3] ,
𝑠𝐴3 ∈

[
0, 𝜂3

]
, 𝑠𝐵3 ∈

[
−0.5

(
𝑠𝐵1

)3
, 0

]
.

(50)



THE MAGNITUDE OPTIMUM DESIGN OF THE PI CONTROLLER FOR PLANTS
WITH COMPLEX ROOTS AND DEAD TIME 17

Since 𝑠𝐵1 does not explicitly participate in (48) and defines only the bounds for 𝑠
𝐵
2

and 𝑠𝐵3 , it is possible to reduce one free parameter by the choice 𝑠
𝐵
1 = 1− 𝜂. Then

𝑧 =

(
𝜂, 𝑠𝐵2 , 𝑠

𝐴
3 , 𝑠

𝐵
3

)
, where

𝜂 ∈ [0, 1], 𝑠𝐵2 ∈ [0, (1 − 𝜂)2/3],
𝑠𝐴3 ∈ [0, 𝜂3], 𝑠𝐵3 ∈

[
−0.5(1 − 𝜂)3, 0

]
.

(51)

Denote Σ the set of all 𝑧 that satisfy (51). It is not difficult to verify the validity of
𝜓(𝑧, 𝜀) < 0 by generating a dense grid of points in Σ by computer in a systematic
manner. On a personal computer it is possible to use the grid with regular step
size larger than about 𝑑 = 10−4 for all the components of 𝑧. Due to the numerical
errors rising from evaluations of the terms

(
𝑠𝐴
𝑘

)𝑟 and (
𝑠𝐵
𝑘

)𝑟 , it is not possible to
simply put 𝜀 = 0. The minimal value of 𝜀 for the 64-bit floating-point arithmetic,
which ensures 𝜓(𝑧, 𝜀) < 0 in Σ, is about 10−16. The minimum of 𝜓(𝑧, 𝜀) is
achieved for 𝑠𝐴

𝑗
= 1, 𝑠𝐵

𝑗
= 0, 𝑗 = 1, . . . , 5, which corresponds just to 𝑚 = 𝑛 = 1

and 𝜏 = 0. But it is easily seen that in this case actually 𝜓(𝑧, 0) = 0, so it is clear
that in the other configurations 𝜓(𝑧, 0) < 0 holds. The computational program for
verification of 𝜓(𝑧, 𝜀) < 0 in Σ is very simple, but requires a compiled language.
The source code in the C++ language is attached in the Appendix. 2

The requirement𝛼𝑘 ¬ 0.5 in Proposition 4 corresponds to 𝜁𝑘  0.5. For higher
values of 𝛼𝑘 the intervals of 𝑠𝐵2 and 𝑠

𝐵
3 have to be extended and 𝜓(𝑧, 𝜀) < 0 in Σ

no longer holds. Nevertheless, it was verified that 𝜓(𝑧, 𝜀) < 0 in Σ if

𝑠𝐵2 ∈
[
−

(
𝑠𝐵1

)2
,

(
𝑠𝐵1

)2
/3

]
, 𝑠𝐵3 ∈

[
−2

(
𝑠𝐵1

)3
, 0

]
(52)

with the additional constraints 𝜎 ¬ 1/5 and 𝑠𝐵2  −
√︃
−0.5𝑠𝐵3 𝑠

𝐵
1 . The intervals

(52) correspond to 𝛼𝑘 ¬ 1, where 𝛽2𝑘  −1 and 𝛽3𝑘  −2. The second constraint
follows from the fact that 𝛽2𝑘  0.5𝛽3𝑘 if 𝑘 ∈ 𝐼𝐵 and 𝛼𝑘 ¬ 1, and from the
inequality (

𝑝∑︁
𝑘=1

𝑥2𝑘

)2
¬

(
𝑝∑︁
𝑘=1

𝑥3𝑘

) (
𝑝∑︁
𝑘=1

𝑥𝑘

)
(53)

which holds for any 𝑥𝑘  0 and 𝑝  1. The inequality (53) directly follows from
the Cauchy-Schwarz inequality(

𝑝∑︁
𝑘=1

𝑐𝑘𝑑𝑘

)2
¬

(
𝑝∑︁
𝑘=1

𝑐2𝑘

) (
𝑝∑︁
𝑘=1

𝑑2𝑘

)
(54)

where 𝑐𝑘 = 𝑥3/2𝑘 and 𝑑𝑘 = 𝑥1/2𝑘 .
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However, since 𝛽5𝑘 is increasing for 𝛼𝑘 > 0.5 and is positive if 𝛼𝑘 > 0.72,
the validity of (37) cannot be guaranteed by 𝜓 (𝑧, 0) < 0 for 𝛼𝑘 > 0.72 due to the
term 𝑠𝐵5 , which is no longer negative, unless

(1 − 𝜎)𝑠𝐵4 /4 + 𝑠
𝐵
5 /5 ¬ 0. (55)

The inequality (55) clearly holds if 𝜎 ¬ 1/5 and 𝛼𝑘 ¬ 1, because 𝛽5𝑘 = 1 and
𝛽4𝑘 = −1 for 𝛼𝑘 = 1.
The arguments above show that validity of Proposition 4 can be extended up

to 𝛼𝑘 ¬ 1, but only under the condition that 𝜎 ¬ 1/5. Re 𝑙 (𝜉) is often increasing
even if 𝛼𝑘 > 1, but situations when 𝛼𝑘 ¬ 1 and Re 𝑙 (𝜉) is decreasing for 𝜉 → 0
can be found – in particular, if 𝐹 (𝑠) contains a dominant real time constant,
see example in Section 5. It seems that the actual upper limit of 𝜎 for 𝛼𝑘 ¬ 1
is a little higher – about 0.25. Since 𝐴(𝜉) is always decreasing in these cases,
a remedy can be achieved by reducing 𝜎 to a chosen limit value ⌢𝜎, keeping
Re 𝑙 (0) = −𝑇Σ𝑟−1(1 − 𝜎) fixed. The corresponding modified settings are easily
obtained in the form

⌢
𝑟−1 = 𝑟−1

1 − 𝜎
1 − ⌢

𝜎
,

⌢
𝑟0 = 𝑇Σ

⌢
𝑟−1

⌢
𝜎. (56)

From practical point of view, it seems that the correction (56) is necessary for
plants with some 𝛼𝑘 ∈ (0.5, 1] only if 𝜎 >

⌢
𝜎, where ⌢𝜎 ≈ 0.6, because for lower

𝜎 the minimum of Re 𝑙 (𝜉) remains close to −0.5.
If 𝛼𝑘  1 for some 𝑘 , the method can fail, since 𝑟−1 < 0 may results, which

implies closed-loop instability. For instance, for the plant

𝐹𝛼,𝑇 (𝑠) =
(
𝛼𝑇2𝑠2 + 𝑇𝑠 + 1

)−1
(57)

it is 𝑠2 = −1 for 𝛼 = 1, which corresponds to 𝑟−1 = 0 and 𝜎 → −∞. The
closed-loop system is no longer stable if 𝛼 > 1.

4.3. The behavior of 𝑙 (𝜉) for middle and high frequencies

Even if Re 𝑙 (𝜉) is increasing for 𝜉 → 0, it is indeed possible that the trend
of Re 𝑙 (𝜉) changes for higher frequencies. Therefore, it is needed to inspect
the trend of Re 𝑙 (𝜉) in extended range, especially in a neighborhood of the
open-loop ultimate frequency 𝜉𝑢. In this section 𝜎 < 1 is again assumed. Since
𝑙 (𝜉) = 𝑔(𝜉)𝑙0(𝜉), where

𝑙0(𝜉) = 𝑇Σ 𝑟−1(𝜎 − 𝑖/𝜉)𝑒−𝑖ℎ(𝜉) (58)

it is easily seen that ∠𝑙 (𝜉) < −𝜋 for ℎ(𝜉) = 𝜋, which means that ℎ(𝜉𝑢) < 𝜋.
Unfortunately, since the expansions of 𝐴(𝜉) and 𝐵(𝜉) converge rather slowly in
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some cases, the partial expansions used in the previous section do not provide
sufficient information about the trend of 𝑉 (𝜉) in a neighborhood of 𝜉𝑢.
It is common property of all stable plants (12) that ℎ(𝜉) > 0 is increasing.

In addition, if 𝜎 < 1, it is lim
ℎ→∞

ℎ(𝜉)  𝜋. This allows to construct the inverse
function to ℎ(𝜉), denoted 𝜉 (ℎ) in the sequel, which is increasing and bounded in
any interval [0, ℎ1], where ℎ1 ∈ [0, 𝜋). Denote 𝑔ℎ (ℎ) = 𝑔 (𝜉 (ℎ)) and

𝐴ℎ (ℎ) = sin ℎ/𝜉 (ℎ), 𝐵ℎ (ℎ) = cos ℎ. (59)

Re 𝑙 (𝜉) is non-decreasing for 𝜉 ∈ [0, 𝜉𝑢] if the function 𝑉ℎ (ℎ) = 𝑔ℎ (ℎ)𝑉1ℎ (ℎ),
where

𝑉1ℎ (ℎ) = 𝐴ℎ (ℎ) − 𝜎𝐵ℎ (ℎ) (60)
is non-increasing for ℎ ∈ [0, ℎ(𝜉𝑢)]. The function 𝐴ℎ (ℎ) can be increasing for
low ℎ in the case of low-damped complex factors in (12), but it is decreasing for
ℎ  ℎ+

𝐴
where ℎ+

𝐴
∈ [0, 𝜋/2), since 𝐴′

ℎ
(𝜋/2) < 0 always holds. For ℎ > ℎ+

𝐴
the

function 𝐴ℎ (ℎ) has a single flex point, denoted ℎ∗𝐴 in the sequel, which occurs
when 𝐴ℎ (ℎ) gets sufficiently close to zero. Figure 2 shows the plots of 𝐴ℎ (ℎ)
for several plants 𝐹𝛼,𝑇 (𝑠) (57). To estimate the minimal value of ℎ∗𝐴, it seems to
be sufficient to inspect only the family of plants 𝐹𝛼,𝑇 (𝑠) for different values of
𝛼, because additional factors in the denominator of 𝐹 (𝑠) or dead time can only
increase ℎ∗

𝐴
. The minimal value of ℎ∗

𝐴
is about 1.15 and corresponds to 𝛼 ≈ 0.1.

h

hA

Figure 2: The plots of 𝐴ℎ (ℎ) for the plants 𝐹𝛼,𝑇 (𝑠) with 𝑇 = 1 and different 𝛼

Further, since 𝑉1ℎ (0) = 1 − 𝜎 > 0 and 𝑉1ℎ (𝜋) = 𝜎, 𝑉1ℎ (ℎ) > 0 always holds
for sufficiently low ℎ, although 𝑉1ℎ (ℎ) < 0 is possible in general. However, if
𝑉1ℎ (ℎ) ¬ 0 for higher ℎ, it is also𝑉ℎ (ℎ) ¬ 0, but in such a case𝑉ℎ (ℎ) < 𝑉ℎ (0) and
the stability margin (4) cannot be violated. Therefore, it is possible to consider
only 𝑉1ℎ (ℎ) > 0 below for a simplification. The trend of 𝑉 ′

ℎ
(ℎ) is analyzed

separately for ℎ < 𝜋/2 and ℎ ∈ [𝜋/2, 𝜋] in the following two sub-sections.
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Under the assumption that 𝑉ℎ (ℎ) is decreasing for ℎ → 0, it is explained that the
additional requirement that |𝑙 (𝜉) | is non-increasing is sufficient.

4.3.1. The trend of 𝑉 ′
ℎ
(ℎ) for ℎ < 𝜋/2

Since 𝑔ℎ (ℎ) > 0, the requirement 𝑉 ′
ℎ
(ℎ) ¬ 0 is equivalent to

𝑔′
ℎ
(ℎ)

𝑔ℎ (ℎ)
𝑉1ℎ (ℎ) +𝑉 ′

1ℎ (ℎ) = (ln 𝑔ℎ (ℎ))′𝑉1ℎ (ℎ) +𝑉 ′
1ℎ (ℎ) ¬ 0. (61)

In the cases when 𝑔ℎ (ℎ) is decreasing, the function (ln 𝑔ℎ (ℎ))′ is usually decreas-
ing in [0, 𝜋/2], but for plants with 𝛼𝑘 > 0.5, (ln 𝑔ℎ (ℎ))′ can be increasing for
low ℎ. Fig. 3 shows the plots of (ln 𝑔ℎ (ℎ))′ for the plants 𝐹𝛼,𝑇 (𝑠) (57) with 𝑇 = 1
and different 𝛼. In the situations when 𝛼𝑘 > 0.5 and 𝜎 is close to 1 it is also
possible that (ln 𝑔ℎ (ℎ))′ has minimum in (0, 𝜋/2), but these cases are excluded
by the requirement that 𝑉ℎ (ℎ) is decreasing for ℎ → 0. For instance, for the plant
𝐹 (𝑠) = 𝐹𝛼,𝑇 (𝑠) (𝑠 + 1)−1 where 𝐹𝛼,𝑇 (𝑠) is defined by (57) with 𝛼 = 1, 𝑉ℎ (ℎ) is
increasing for 𝜉 → 0 if 𝑇 < 1, whereas (ln 𝑔ℎ (ℎ))′ has minimum in (0, 𝜋/2)
only if 𝑇 < 0.4.

hdlng
dh

h

Figure 3: The plots of (ln 𝑔ℎ (ℎ)) ′ for the plants 𝐹𝛼,𝑇 (𝑠) with 𝑇 = 1 and different 𝛼

A) First, assume that (ln 𝑔ℎ (ℎ))′ is decreasing in [0, 𝜋/2]. Since (ln 𝑔ℎ (ℎ))′ <
0, the MO optimality and (61) imply 𝑉 ′

1ℎ (ℎ)  0 for low ℎ. Since 𝑉 ′
1ℎ (ℎ) < 0

means that 𝑉 ′
ℎ
(ℎ) < 0 in this case, it is possible to consider 𝑉 ′

1ℎ (ℎ)  0 in all the
interval [0, 𝜋/2]. The condition (61) can be rewritten as

Λ(ℎ) def= − (ln 𝑔ℎ (ℎ))′𝑉1ℎ (ℎ) + 𝜎𝐵′ℎ (ℎ)  𝐴
′
ℎ (ℎ) (62)

where the first term in Λ(ℎ) is increasing. For ℎ → 𝜋/2 it is 𝐵′′
ℎ
(ℎ) = 0, so Λ(ℎ)

must be increasing in the upper part of [0, 𝜋/2]. Since 𝐴′
ℎ
(ℎ) is decreasing for

ℎ ¬ ℎ∗
𝐴
, Λ(ℎ)  𝐴′

ℎ
(ℎ) is preserved in [0, 𝜋/2] if ℎ∗

𝐴
 𝜋/2.
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If ℎ∗
𝐴
< 𝜋/2, 𝐴′

ℎ
(ℎ) is increasing in

[
ℎ∗
𝐴
, 𝜋/2

]
. Considering ℎ∗

𝐴
 1.15 as

discussed above, 𝐵′
ℎ
(ℎ) is nearly constant in

[
ℎ∗
𝐴
, 𝜋/2

]
, whereas (ln 𝑔ℎ (ℎ))′ can

be close to zero for ℎ = ℎ∗
𝐴
only in the situations when ℎ∗

𝐴
 𝜋/2. Therefore, it

can be assumed that Λ(ℎ) is increasing in
[
ℎ∗
𝐴
, 𝜋/2

]
, so 𝐴′

ℎ

(
ℎ∗
𝐴

)
< Λ

(
ℎ∗
𝐴

)
, as

discussed in the previous paragraph. Consider

𝐴′ℎ
(
ℎ∗𝐴 + 𝛿

)
≈ 𝛼0 + 𝛼1𝛿 + 𝛼2𝛿2, Λ

(
ℎ∗𝐴 + 𝛿

)
≈ 𝛽0 + 𝛽1𝛿 + 𝛽2𝛿2 (63)

in a neighborhood of ℎ∗
𝐴
, where 𝛼0 < 𝛽0. Since Λ′ (ℎ∗

𝐴

)
> 0 and 𝐴′′

ℎ

(
ℎ∗
𝐴

)
= 0, it

is 𝛼1 = 0 and 𝛽1 > 0. It can be easily seen from (63) that if 𝐴′ℎ (𝜋/2) ¬ Λ(𝜋/2),
then 𝐴′

ℎ
(ℎ) ¬ Λ(ℎ) for all ℎ ∈

[
ℎ∗
𝐴
, 𝜋/2

]
. Note that since 𝛼0 < 𝛽0 and 𝛼1 < 𝛽1,

𝐴′
ℎ
(ℎ) > Λ(ℎ) is possible in a part of this interval only if 𝛼2 > 𝛽2, and this

situation would be indicated by 𝐴′
ℎ
(𝜋/2) > Λ(𝜋/2).

However, if 𝐴′′
ℎ
(ℎ) is not monotone and has a maximum in

(
ℎ∗
𝐴
, 𝜋/2

)
, Λ(ℎ) <

𝐴′
ℎ
(ℎ) need not hold in the interior of

[
ℎ∗
𝐴
, 𝜋/2

]
, even if 𝑉 ′

ℎ
(𝜋/2) < 0. This kind

of behavior of 𝐴ℎ (ℎ) should be taken into account, because 𝐴′ℎ (ℎ) can change
very fast as 𝐴ℎ (ℎ) gets close to zero, see the plots in Fig. 2. In the cases when
(ln 𝑔ℎ (ℎ))′ is decreasing in [0, 𝜋/2] and ℎ∗

𝐴
< 𝜋/2, 𝜉′(ℎ) is always increasing

in this interval. The maximum of 𝐴′′
ℎ
(ℎ) can be close to ℎ = 𝜋/2 only if 𝜉 (ℎ) is

increasing significantly faster than ℎ in a neighborhood of ℎ = 𝜋/2. The worst-
case situation is therefore represented by the plant 𝐹𝛼,𝑇 (𝑠) (57) where 𝛼 → 0,
because only in this case 𝜉 (𝜋/2) → ∞. For the plant 𝐹𝛼,𝑇 (𝑠) and ℎ ∈ [0, 𝜋/2) it
is tan ℎ = 𝜉/(1 − 𝛼𝜉2) and for 𝛼 > 0

𝐴ℎ (ℎ) =
2𝛼 sin2 ℎ

− cosh+
√︁
cos2 ℎ + 4𝛼 sin2 ℎ

. (64)

By differentiating (64),

lim
ℎ→𝜋/2

𝐴′ℎ (ℎ) = −0.5 and lim
ℎ→𝜋/2

𝐴′′′ℎ (ℎ) = 0.5 (65)

were obtained, regardless the value of 𝛼. This shows that 𝐴′′
ℎ
(ℎ) is increasing

for ℎ → 𝜋/2, as required in the previous paragraphs. Therefore, if ℎ∗
𝐴
< 𝜋/2,

𝑉 ′
ℎ
(ℎ) ¬ 0 in [0, 𝜋/2] is ensured by 𝑉 ′

ℎ
(𝜋/2) ¬ 0. Consequently, it is sufficient

to inspect the behavior of 𝑉 ′
ℎ
(ℎ) only for ℎ  𝜋/2.

B) If (ln 𝑔ℎ (ℎ))′ is increasing for low ℎ, but decreasing as ℎ → 𝜋/2, then
𝑉 ′
1ℎ (ℎ) is negative and decreasing for ℎ → 0 due to the MO optimality. In these
situations it is always ℎ∗

𝐴
> 𝜋/2 for the considered class of plants. The fact that

𝑉 ′′
1ℎ (𝜋/2) = 𝐴′′

ℎ
(𝜋/2) < 0 indicates that 𝑉 ′

1ℎ (ℎ) is negative and decreasing in all
the interval [0, 𝜋/2]. Since 𝑉1ℎ (ℎ) is decreasing in this case, the minimum of
the first term in Λ(ℎ) is located in [0, 𝜋/2), which means that Λ(ℎ) is increasing
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as ℎ → 𝜋/2. Since 𝐴′
ℎ
(ℎ) is decreasing in [0, 𝜋/2], the difference between Λ(ℎ)

and 𝐴′
ℎ
(ℎ) grows in the upper part of [0, 𝜋/2] and 𝑉 ′

ℎ
(ℎ) ¬ 0 is preserved.

If 𝐹 (𝑠) contains more factors with 𝛼𝑘 > 0.5, (ln 𝑔ℎ (ℎ))′ can be increasing in
all the interval [0, 𝜋/2]. Since 𝐵′′

ℎ
(ℎ) < 0 for ℎ ∈ (𝜋/2, 𝜋), the arguments in the

previous paragraph can be used if the maximum of (ln 𝑔ℎ (ℎ))′ lies in [0, ℎ∗
𝐴
],

where ℎ∗
𝐴
> 𝜋/2. Then 𝑉 ′

ℎ
(ℎ) ¬ 0 holds in [0, ℎ∗

𝐴
].

The fact that (ln 𝑔ℎ (ℎ))′ is positive and increasing in [0, 𝜋/2] means that
𝜉′(ℎ) is decreasing in this interval. Actually, the interval where 𝜉′(ℎ) is decreasing
usually roughly corresponds to the interval where (ln 𝑔ℎ (ℎ))′ > 0. Since 𝜉′(ℎ)
is decreasing, 𝜉 (ℎ) < ℎ and 𝜉′(ℎ)/𝜉 (ℎ) < 1/ℎ in [0, 𝜋/2]. Let ℎ0 = 𝜋/2 and
𝛿 = ℎ − ℎ0. Then

𝐴ℎ (ℎ) ≈
sin ℎ

𝜉 (ℎ0) + 𝜉′(ℎ0)𝛿
=

1
𝜉 (ℎ0)

sin ℎ
1 + 𝜉′(ℎ0)/𝜉 (ℎ0)𝛿

. (66)

The flex point position corresponding to 𝐴ℎ (ℎ) given by (66) is clearly decreasing
with respect to the ratio 𝜉′(ℎ0)/𝜉 (ℎ0), which explains that ℎ∗𝐴 lies beyond the flex
point of sin ℎ/ℎ, denoted ℎ∗

𝐴0 ≈ 2.08. Since both 𝑠2 < 0 and 𝑠3 < 0, it is 𝜎 < 1/3,
so using (58)

∠𝑙0
(
𝜉
(
ℎ∗𝐴

) )
¬ ∠𝑙0

(
𝜉
(
ℎ∗𝐴0

) )
¬ − arctan

(
3/ℎ∗𝐴0

)
− ℎ∗𝐴0 < −𝜋 (67)

is obtained, which means that ℎ∗
𝐴
> ℎ(𝜉𝑢). This shows that Re 𝑙 (𝜉) is increasing

in [0, 𝜉𝑢] in these cases.
Finally, the function (ln 𝑔ℎ (ℎ))′ also can be increasing in all the interval

[0, ℎ∗
𝐴
]. For instance, for the plant (𝐹𝛼,𝑇 (𝑠))𝜈 where 𝐹𝛼,𝑇 (𝑠) is given by (57) and

𝛼 = 1, (ln 𝑔ℎ (ℎ))′ is increasing in [0, ℎ∗𝐴] if 𝜈  6. For 𝜈 = 6 it is 𝜎 = 0.16 and
ℎ∗
𝐴
≈ 2.28. In such cases, although Λ(ℎ) > 𝐴′

ℎ
(ℎ) for ℎ → 0, 𝐴′

ℎ
(ℎ) can start to

increase before Λ(ℎ) does. But if Λ(ℎ) is decreasing in [0, ℎ∗
𝐴
] and ℎ(𝜉𝑢) < ℎ∗𝐴,

Λ(ℎ) < 𝐴′
ℎ
(ℎ) in an upper part of [0, ℎ(𝜉𝑢)] would be indicated by 𝑉 ′

ℎ
(ℎ) > 0

at ℎ = ℎ(𝜉𝑢). Since (Re 𝑙 (𝜉))′ = −|𝑙 (𝜉) |′ at 𝜉 = 𝜉𝑢, 𝑉 ′
ℎ
(ℎ) ¬ 0 in [0, ℎ(𝜉𝑢)]

therefore holds if |𝑙 (𝜉) | is non-decreasing.
4.3.2. The trend of 𝑉 ′

ℎ
(ℎ) for ℎ  𝜋/2

It has been explained above that the behavior of 𝑉 ′
ℎ
(ℎ) has to be inspected

in [𝜋/2, 𝜋] only if ℎ∗
𝐴
< ℎ∗

𝐴0, where ℎ
∗
𝐴0 ≈ 2.08. In the cases when ℎ

∗
𝐴
< 𝜋/2,

𝑉 ′
ℎ
(ℎ) < 0 in [0, 𝜋/2] is ensured by 𝑉 ′

ℎ
(ℎ) < 0 for ℎ = 𝜋/2. Consider the plant

�̂� (𝑠) = 𝐹𝛼,𝑇 (𝑠)𝑒−𝜏𝑠, (68)
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where 𝐹𝛼,𝑇 (𝑠) is given by (57) and 𝜏  0. The corresponding functions ℎ(𝜉) and
𝑔(𝜉), denoted ℎ̂(𝜉) and �̂�(𝜉), are in the form

ℎ̂(𝜉) = (1 − 𝜗)𝜉 + atan2
(
𝜗𝜉, 1−𝛼(𝜗𝜉)2

)
,

�̂�(𝜉) =
[(
1 − 𝛼(𝜗𝜉)2

)2
+ (𝜗𝜉)2

]−1/2
,

(69)

where 𝜗 = 𝑇/(𝑇 + 𝜏) ∈ [0, 1]. Analogously denote 𝜉 (ℎ) the inverse function
to ℎ̂(𝜉) and �̂�ℎ (ℎ), 𝜉 (ℎ), �̂�, �̂�ℎ (ℎ) and �̂�1ℎ (ℎ) the functions corresponding to
𝐴ℎ (ℎ), 𝜉 (ℎ), 𝜎, 𝑉ℎ (ℎ) and 𝑉1ℎ (ℎ), respectively, in the case of the plant �̂� (𝑠).
It is assumed hereafter that 𝑇 + 𝜏 = 𝑇Σ and that 𝐹 (𝑠) is not in the form (68),

so 𝑚 > 1. At first, consider that the parameters 𝜗 and 𝛼 are chosen so that the
coefficients 𝑠2 and 𝑠3 of 𝐹 (𝑠) and �̂� (𝑠) are equal. In this case, 𝜉 (ℎ) and �̂�ℎ (ℎ) can
be viewed as approximations of 𝜉 (ℎ) and 𝑔ℎ (ℎ) for low ℎ. Since the high-order
dynamics in 𝐹 (𝑠) is replaced by the dead time in �̂� (𝑠), 1 − 𝜗  𝜏/𝑇Σ holds. The
function 𝜉′(ℎ) is increasing slower than 𝜉′(ℎ) for ℎ → 𝜋/2, because the higher-
order terms in 𝐹 (𝑠) cause that 𝜉 (ℎ) is increasing faster for higher frequencies,
whereas the trend of 𝜉 (ℎ) is more flat.
Given ℎ0 ∈ [𝜋/2, 𝜋), it is therefore possible to reduce 𝛼, or if 𝛼 = 0, to

increase 𝜗, so that 𝜉 (ℎ0) = 𝜉 (ℎ0), 𝜉 (ℎ) > 𝜉 (ℎ) in (0, ℎ0), and 𝜉′(ℎ0) ¬ 𝜉′(ℎ0)
(Fig. 4a). Under the assumption that 𝜉′(ℎ) is increasing for ℎ  𝜋/2, the function

h

h

ξ

ξ

Figure 4: The replacement of 𝜉 (ℎ) by 𝜉 (ℎ): (a) 𝜉 ′(ℎ) increasing for all ℎ  0, (b) 𝜉 ′(ℎ)
decreasing for low ℎ
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𝜉 (ℎ) can be in this way replaced by 𝜉 (ℎ) even if 𝜉′(ℎ) is decreasing for low ℎ

(Fig. 4b). From

�̂� = 1 − 2
3
1 − (1 − 3𝛼)𝜗3
1 + (1 − 2𝛼)𝜗2

(70)

it can be easily seen that the described modifications of 𝛼 and 𝜗, taken in the
mentioned order, increase �̂�, so �̂�  𝜎 holds. The situations when 𝜉′(ℎ) is
decreasing in all the interval [0, 𝜋/2] have been discussed in the previous section
and can be excluded.

Proposition 5 Let ℎ0 ∈ [𝜋/2, 𝜋) and assume that 𝑉ℎ (ℎ0) > 0. Further, consider
that the plant �̂� (𝑠) parameters 𝛼 and 𝜗 are chosen so that 𝜉 (ℎ0) = 𝜉 (ℎ0), 𝜉 (ℎ) >
𝜉 (ℎ) in (0, ℎ0), 𝜉′ (ℎ0) ¬ 𝜉′(ℎ0) and �̂�  𝜎. Then (ln �̂�ℎ (ℎ0))′ > (ln𝑉ℎ (ℎ0))′.
Proof. For the transformed frequency 𝜉 the Bode’s gain-phase relationship [23]
yields

ℎ̂(𝜉) − (1 − 𝜗)𝜉 = −1
𝜋

∞∫
−∞

𝑑 ln �̂�(𝑧)
𝑑 ln 𝑧

𝑊 (𝜉, 𝑧)d ln 𝑧, (71)

where 𝑊 (𝜉, 𝑧) = ln | (𝑧 + 𝜉)/(𝑧 − 𝜉) | > 0 and 𝑊 (𝜉, 𝑧) → ∞ for 𝑧 → 𝜉. Analo-
gous relation can be written between ℎ(𝜉) and 𝑔(𝜉). Consequently,

ℎ(𝜉) − ℎ̂(𝜉) + (1 − 𝜗 − 𝜏/𝑇Σ) 𝜉 =
1
𝜋

∞∫
−∞

𝑈 (𝑧)𝑊 (𝜉, 𝑧) 𝑑 ln 𝑧 (72)

where 𝑈 (𝜉) = 𝑑 ln (�̂�(𝜉)/𝑔(𝜉)) /𝑑 ln 𝜉. Since ℎ̂(𝜉) ≈ ℎ(𝜉) ≈ 𝜉 for low 𝜉, and
1 − 𝜗  𝜏/𝑇Σ, ℎ̂(𝜉) − (1 − 𝜗)𝜉 is increasing slower than ℎ(𝜉) − 𝜏𝜉/𝑇Σ in the low
frequency domain. Moreover,

ℎ̂(𝜉) − (1 − 𝜗)𝜉 < ℎ(𝜉) − 𝜏𝜉/𝑇Σ (73)

must hold for high frequencies, because the right-hand side of (73) tends to 𝑛𝜋/2,
where 𝑛 > 2, while the left-hand side is not larger than 𝜋. This shows that the
left-hand side of (72) is positive and increasing. Consequently, 𝑈 (𝑧) > 0 for
all 𝜉  0, which means that (ln �̂�ℎ (ℎ))′ > (ln 𝑔ℎ (ℎ))′, because (ln 𝜉 (ℎ))′ > 0.
Further, since

(ln𝑉1ℎ (ℎ))′ =
𝑉 ′
1ℎ (ℎ)
𝑉1ℎ (ℎ)

=
𝐴′
ℎ
(ℎ) + 𝜎 sin ℎ

𝐴ℎ (ℎ) − 𝜎 cos ℎ
=
cos ℎ + (𝜎𝜉 − 𝜉′/𝜉) sin ℎ
sin ℎ − 𝜎𝜉 cos ℎ (74)

the value of (ln𝑉1ℎ (ℎ))′ at ℎ = ℎ0 is decreasing with respect to 𝜉′. As regards the
influence of 𝜎,

𝜕

𝜕𝜎
(ln𝑉1ℎ (ℎ))′ =

sin ℎ + cos ℎ (ln𝑉1ℎ (ℎ))′

𝑉1ℎ (ℎ)
(75)
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and if𝑉 ′
1ℎ (ℎ) < 0, the right-hand side of (75) is always positive, because cos ℎ ¬ 0

in [𝜋/2, 𝜋]. Since 𝐴ℎ (ℎ) is always decreasing for ℎ  𝜋/2, 𝑉 ′
1ℎ (ℎ0) < 0 if 𝜎 ¬ 0

for all ℎ0 ∈ [𝜋/2, 𝜋]. Consequently, it is possible to consider only 𝑉 ′
1ℎ (ℎ)  0

and 𝜎 > 0 below. In this case

cos ℎ (ln𝑉1ℎ (ℎ))′ = cos ℎ
𝑉 ′
1ℎ (ℎ)

𝐴ℎ (ℎ) − 𝜎 cos ℎ
 −

𝑉 ′
1ℎ (ℎ)
𝜎

(76)

so
𝜕

𝜕𝜎
(ln𝑉1ℎ (ℎ))′ 

−𝐴′
ℎ
(ℎ)

𝜎𝑉1ℎ (ℎ)
> 0 (77)

whichmeans that (ln𝑉1ℎ (ℎ0))′ is increasingwith respect to𝜎. Since 𝜉 = 𝜉, 𝜉′  𝜉′
and 𝜎 ¬ �̂�, this means that (ln𝑉1ℎ (ℎ0))′ ¬

(
ln �̂�1ℎ (ℎ0)

)′. Since (ln𝑉ℎ (ℎ))′ =
(ln 𝑔ℎ (ℎ))′ + (ln𝑉1ℎ (ℎ))′,

(
ln �̂�ℎ (ℎ0)

)′
> (ln𝑉ℎ (ℎ0))′ holds. 2

Since the requirements of Proposition 5 can be always satisfied, as discussed
above, it is sufficient to verify that �̂� ′

ℎ
(ℎ) ¬ 0 in the interval [𝜋/2, 𝜋) for any plant

�̂� (𝑠) (68). Note that this simplification cannot be used for ℎ ∈ [0, 𝜋/2), where
cos ℎ > 0. For 𝛼 = 0.5 it is ℎ∗

𝐴
≈ 2.07, which is very close to ℎ∗

𝐴0. Since ℎ
∗
𝐴
> ℎ∗

𝐴0
for higher 𝛼, it is possible to consider 𝛼 only in the interval [0, 0.5]. Validity of
�̂� ′
ℎ
(ℎ) ¬ 0 in ℎ ∈ [𝜋/2, 𝜋) can be for the class of plants (68) where 𝛼 ∈ [0, 0.5]

and 𝜗 ∈ [0, 1] directly verified, except for the case 𝛼 = 0, 𝜗 = 1, corresponding
to 𝐹 (𝑠) = 𝐾 (𝑇𝑠 + 1)−1. Since �̂�ℎ (ℎ) > 0, the requirement �̂� ′

ℎ
(ℎ) < 0 can be

written as

𝜃𝛼,𝜗 (ℎ)
def
= 𝛾(ℎ)

(
sin ℎ
𝜉 (ℎ)

− �̂� cos ℎ
)
+ cos ℎ
𝜉 (ℎ)

+
(
�̂� − 𝜉′(ℎ)

𝜉 (ℎ)2

)
sin ℎ < 0, (78)

where 𝜉′(ℎ) = 1/ℎ̂′(𝜉 (ℎ)) and

𝛾(ℎ) = �̂�′ℎ (ℎ)/�̂�ℎ (ℎ) = (ln �̂�(𝜉))′ 𝜉′(ℎ). (79)

Differentiating (69) yields

ℎ̂′(𝜉) = 1 − 𝜗 + 𝜗
(
1 + 𝛼(𝜗𝜉)2

)
/𝐷, 𝐷 =

(
1 − 𝛼(𝜗𝜉)2

)2
+ (𝜗𝜉)2. (80)

The value of 𝛾(ℎ) is obtained by substituting 𝜉 = 𝜉 (ℎ) into

𝑑 ln �̂�(𝜉)
𝑑𝜉

= 𝜗2𝜉
[
2𝛼

(
1 − 𝛼(𝜗𝜉)2

)
− 1

]
/𝐷. (81)

Although it is difficult to express 𝜉 from (69) directly for 𝜏 > 0, the value of 𝜉 (ℎ)
can be for ℎ ∈ [𝜋/2, 𝜋 − 𝜀], where 𝜀 > 0 is arbitrarily small, easily obtained
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iteratively by bisection, because the function on the right-hand side of (69) is
increasing and it is ℎ̂(𝜉) > 𝜋 − 𝜀 for 𝜉 → ∞ if �̂� < 1.
Validity of 𝜃𝛼,𝜗 (ℎ) < 0 was verified for 20 values of ℎ ∈ [𝜋/2, 𝜋]. Figure 5a

shows the plots of 𝜃𝛼,𝜗 (𝜋/2) in dependence on 𝛼 ∈ [0, 0.5], for discrete steps
of 𝜗 ∈ [0, 1]. It can be seen that 𝜃𝛼,𝜗 (ℎ) → 0 only if 𝛼 → 0 and 𝜗 → 0, but
if 𝛼 = 0 and 𝜗 = 0, it is �̂� = 1 and 𝜉 (𝜋/2) is not defined. In addition, Fig. 5b
shows the plots of 𝜕𝜃𝛼,𝜗/𝜕ℎ at ℎ = 𝜋/2 for 𝛼 ∈ [0, 0.5] and 𝜗 ∈ [0, 1] obtained
by numerical differentiation. The fact that 𝜕𝜃/𝜕ℎ < 0 means that 𝜃𝛼,𝜗 (ℎ) tends
to decrease with respect to ℎ in a neighborhood of ℎ = 𝜋/2.

α

α

α,θ ϑ

α,θ
h
ϑδ

δ

Figure 5: The values of (a) 𝜃𝛼,𝜗 (𝜋/2) and (b) 𝜕𝜃𝛼,𝜗/𝜕ℎ at ℎ = 𝜋/2, for discrete steps of
𝜗 in [0, 1] and variable 𝛼 ∈ [0, 0.5]

4.3.3. The monotone trend of |𝑙 (𝜉) |

As discussed in Section 4.1, the requirement |𝑙 (𝜉) |′ ¬ 0 guarantees preserva-
tion of the property (4) for all 𝜉 such that∠𝑙 (𝜉) < −𝜋. In addition, this condition is
needed to ensure the increasing trend of Re 𝑙 (𝜉) for 𝜉 ¬ 𝜉𝑢 in the situations when
(ln 𝑔ℎ (ℎ))′ is increasing in all the interval [0, ℎ∗𝐴], as discussed in Section 4.3.1.
If𝛼𝑘 ∈ [0, 0.5], which is equivalent to 𝜁𝑘  1/

√
2, the requirement |𝑙 (𝜉) |′ ¬ 0

is always satisfied, because |𝑙 (𝜉) | = 𝑔(𝜉) |𝑙0(𝜉) |, where 𝑙0(𝜉) is given by (58) and
both 𝑔(𝜉) and |𝑙0(𝜉) | are non-increasing. Note that the stabilizing settings with
the property (4) are well guaranteed even for the pure dead-time plant 𝐹 (𝑠) = 𝑒−𝑠.
If there are factors in 𝐹 (𝑠) such that 𝛼𝑘 > 0.5, 𝑔(𝜉) can be increasing for 𝜉  𝜉𝑢
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and |𝑙 (𝜉) |′ ¬ 0 need not hold in general. But if 𝛼𝑘 ¬ 1, this happens only if 𝐹 (𝑠)
contains a high number of complex factors with 𝛼𝑘 > 0.5. For instance, for the
plant (𝐹𝛼,𝑇 (𝑠))𝜈 (57), where 𝛼 = 1, it was verified that |𝑙 (𝜉) |′ ¬ 0 for all 𝜉  0 if
𝜈 ¬ 7 and the stability margin is reduced only if 𝜈 > 8.

5. Simulated results

In this section, simulated responses are shown for the family of plants in the
form

𝐹𝑘 (𝑠) =
𝑒−𝜏𝑠(

𝛼𝑇2𝑠2 + 𝑇𝑠 + 1
)𝜈 (𝑇0𝑠 + 1) (82)

for different values of the parameters 𝑇 , 𝛼, 𝜈, 𝑇0 and 𝜏. The plants 𝐹1(𝑠) to
𝐹4(𝑠) can be considered as low-order and well damped ones, and with a moderate
𝜏, while 𝐹𝑘 (𝑠) for 𝑘  5 represent oscillating plants of higher order or with
important dead time. The goal is to verify the conclusions obtained analytically
in the previous sections and to demonstrate practical qualities of this method,
especially for plants with complex roots. Used combinations of these parameter
values are listed in Table 2.

Table 2: The plants 𝐹𝑘 (𝑠) parameters

𝑘 𝑇 𝛼 𝜈 𝑇0 𝜏

1 1 0 1 0 0.1
2 1 0 1 0.2 0
3 0.85 1/3 1 0 0.05
4 0.7 0.5 1 0 0.2
5 0.4 1 1 1 0
6 1 0.5 1 0 4
7 1 1 1 0 0.2
8 1 2 2 1 0

Expressions (29) for computation of the MO settings can be for plants (12)
rewritten into the following general formula:

𝑟−1 =
3
4

𝑇2Σ +
𝑚∑︁
𝑘=1

(1 − 2𝛼𝑘 ) 𝑇2𝑘

𝑇3Σ −
𝑚∑︁
𝑘=1

(1 − 3𝛼𝑘 ) 𝑇3𝑘

, 𝑟0 = 𝑇Σ𝑟−1 −
1
2
, (83)
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where 𝑇Σ is given by (16), which gives the PI controller parameters 𝐾𝐶 = 𝑟0/𝐾
and 𝑇𝐼 = 𝑟0/𝑟−1 for the plants 𝐹𝑘 (𝑠) readily.
For a comparison, the AMIGOf tuning method [24] was chosen with the rec-

ommended settings 𝑀𝑠 = 1.4 and 𝜑 = 130◦. This method, based on performance
optimization with the sensitivity constraint given by the parameter 𝑀𝑠, gives the
controller (2) settings in the form

𝐾𝐶 = 𝐾−1
𝜑

0.4126
1 + 1.6516𝐾𝜑/𝐾

, 𝑇𝐼 =
2𝜋
𝜔𝜑

0.8526(
1 + 1.7051𝐾𝜑/𝐾

)2 , (84)

where 𝜔𝜑 is the frequency such that 𝐻 (𝜔𝜑) = 𝜑 and 𝐾𝜑 =
��𝐹 (𝑖𝜔𝜑)��. The value of

𝜔𝜑 was obtained iteratively. Classical tuning methods, such as [3–5], often give
slow or oscillatory responses for plants with significant dead time.
Figures 6 and 8 show theMO-optimalNyquist plots and corresponding closed-

loop reference signal step responses for the plants 𝐹𝑘 (𝑠). Figures 7 and 9 show the
corresponding results in the case of the AMIGOf method. TheMO tuning usually

Figure 6: TheMOmethod: (a) the open-loop Nyquist plots and (b) corresponding closed-
loop reference signal step responses for the plants 𝐹𝑘 (𝑠), 𝑘 = 1, .., 4



THE MAGNITUDE OPTIMUM DESIGN OF THE PI CONTROLLER FOR PLANTS
WITH COMPLEX ROOTS AND DEAD TIME 29

Figure 7: The AMIGOf method: (a) the open-loop Nyquist plots, (b) the closed-loop
reference signal step responses for the plants 𝐹𝑘 (𝑠), 𝑘 = 1, .., 4

results in a little faster and more damped responses, especially in the presence of
dead time. However, for plants with a strongly dominant real time constant, such
as 𝐹1(𝑠), the MO method may produce very large values of 𝑟0 and 𝑟−1.
For 𝑘 = 7, where 𝜎 = −3.7, the controller achieves flatness of Re 𝑙 (𝜉) by

means of the open-loop RHP zero 𝜎−1. In this operational mode the stability
margin is preserved, but the response is delayed with undershoot. In general, the
performance drops strongly for about 𝜎 < −4, even though it can be seen that in
such cases 𝐿 (𝜔) is very close to the line {𝑧 | Re 𝑧 = −0.5} for 𝜔 ∈ [0, 𝜔𝑢].
In the case of 𝐹5(𝑠), 𝜎 = 0.68 is obtained though 𝛼 > 0.5, which explains

why Re 𝑙 (𝜉) is not increasing for low frequencies. Note that the stability margin
defined by (4) is violated, even though both 𝑔(𝜉) and |𝑙 (𝜉) | are decreasing.
The responses corresponding to 𝐹8(𝑠), where 𝜎 = −1, show that the MO

method is able to provide fast responses in comparison to other methods even if
𝛼𝑘 > 1, under the condition that |𝐿 (𝜔) | is monotone and 𝜎 not too low.
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Figure 8: TheMOmethod: (a) the open-loop Nyquist plots and (b) corresponding closed-
loop reference signal step responses for the plants 𝐹𝑘 (𝑠), 𝑘 = 5, .., 8

6. Conclusions

The MO tuning method for the PI controller can be applied directly for high-
order models with dead time, without need of any model reduction, and provides
the controller settings in the form of analytical formulas for given parameters of
the plant transfer function. It is well known that this method usually provides
fast and well damped responses, but for some stable plants it fails to produce
stabilizing settings or gives settings with a reduced stability margin. This paper
analyses properties of this method for the family of stable plants (1). The analysis
consists of inspecting the trend of Re 𝐿 (𝜔) for low frequencies and in the middle
and high frequency ranges, where 𝐿 (𝜔) denotes the loop frequency response.
It reveals that if 𝛼𝑘 ¬ 0.5 in (12) for all 𝑘 = 1, . . . , 𝑚, and 𝑛 > 1 or 𝜏 > 0,

the MO settings guarantee the property (4), which implies the sensitivity level
𝑀𝑆 ¬ 2 (the case 𝑛 = 1, 𝜏 = 0 is excluded). This fact does not directly follow from
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Figure 9: The AMIGOf method: (a) the open-loop Nyquist plots, (b) the closed-loop
reference signal step responses for the plants 𝐹𝑘 (𝑠), 𝑘 = 5, .., 8

the requirement (9), which characterizes the closed-loop response for 𝜔 → 0
and cannot be explained only by the decreasing loop magnitude |𝐿 (𝜔) |. The
increasing trend of Re 𝐿 (𝜔) for low and middle frequencies, which is necessary
for preservation of the stability margin, is more likely enabled by a favorable
gain-phase relation in the case of plants (1).
These conclusions can be extended up to 𝛼𝑘 < 1, but only under the condition

that 𝜎 given by (35) is not higher than about 0.25 and that |𝐿 (𝜔) | is non-
increasing. If 𝜎 > 0.25 and 𝐹 (𝑠) contains some factors with 𝛼𝑘 ∈ (0.5, 1], the
stability margin may be reduced due to decreasing trend of Re 𝐿 (𝜔) for low 𝜔,
which may result in oscillatory response, although from practical point of view
it seems that the settings can be left without modifications up to 𝜎 ≈ 0.6. To
remove this defect for higher values of 𝜎 a simple correction of the settings has
been proposed.
For plants (12) with 𝛼𝑘  1 the method has to be used with caution, since

the stability margin may be reduced severely in the situations when Re 𝐿 (𝜔) is
decreasing for low𝜔. In addition,𝜎  1may result, which implies the closed-loop
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instability, and the stability margin also may be violated due to non-monotonic
behavior of |𝐿 (𝜔) | for high frequencies. The performance is not satisfactory in
the cases when roughly 𝜎 < −4 due to delayed response with undershoot.
The performance of the method was compared with the AMIGOfmethod [24]

bymeans of simulations. The simulations confirm the results obtained analytically
and show that the MO method provides very good control quality for the plants
(12) with 𝛼𝑘 ¬ 0.5, especially if the dead-time dynamics is important, but has
limitations for plants containing factors with 𝛼𝑘 > 0.5, as discussed above.

Appendix

The appendix contains the program code to verify 𝜓(𝑧, 𝜀) < 0 in the proof
of Proposition 4. The program below written in standard C++ language displays
maximal value of 𝜓(𝑧, 𝜀) found in the area Σ defined by (51). The meaning of
variables corresponds to the proof of Proposition 4, except for 𝜂, which is stored
in the variable named s1A. Note that the grid is constructed so that the boundary
points of the intervals in (51) are included.

#include <stdio.h>
#include <math.h>

typedef double NUM;
NUM d=1.0/1000; //grid step size
NUM eps=1e�15, Vmax=�1e+6;

void main()
{
bool bE1A,bE1B,bE2B,bE3A,bE3B;

for(NUM s1A=0,bE1A=0;!bE1A;s1A+=d)
{
if(s1A>=1) {s1A=1;bE1A=1;}

NUM s1B=1�s1A, s2A=s1A*s1A;

for(NUM s2B=0,bE2B=0;!bE2B;s2B+=d)
{
if(s2B>=s1B*s1B/3) {s2B=s1B*s1B/3; bE2B=1;}

NUM s2=s2A+s2B, p13=pow(s1A,3.0);

for(NUM s3A=0,bE3A=0;!bE3A;s3A+=d)
{
if(s3A>=p13) {s3A=p13;bE3A=1;}
for(NUM s3B=0,bE3B=0;!bE3B;s3B-=d)
{
if(s3B<=�0.5*pow(s1B,3))
{s3B=�0.5*pow(s1B,3); bE3B=1;}
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NUM s3=s3A+s3B, s4=pow(s3A,4.0/3);
NUM s5=pow(s3A,5.0/3)�eps;

NUM sig=1-2.0/3*(1�s3)/(1+s2);
NUM V=(1-sig)/8*(2*s4�s2*s2);
V+=-(1.0/24+s3/3)*sig+s5/5+s3/6+1.0/120;
if(V>Vmax) Vmax=V;

}
}

}
printf("s1A=%g: Vmax=%g\n",s1A,Vmax);

}
}
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