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Abstract. Almost all solutions in modern lighting systems are based on LED technology. Luminance and obvious ease of control are the
key characteristics of this light source. At the same time, luminances at the level of 108 cd/m? are a significant advantage of LED in design
applications, where high luminous intensity amplification is important. However, in general and in road lighting applications, LED luminaires
represent a source of potential discomfort glare. Unfortunately, lighting technology’s metrology lags behind LED parameter development and
optimization. The results of luminance measurements of the same luminaires, made with a luminance camera and meters with a measuring field,
differ. The differences even appear for the same imaging luminance measuring devices with different lenses. This article presents the results
of experiments and detailed analyzes related to modern digital luminance photometry based on the use of digital image sensors. Luminance
tests were conducted on multi-source research models of luminaires. Traditional luminance measuring equipment with a measuring field was
used in the experiment. The research was also supplemented with the measurements made using CCD/CMOS luminance cameras with selected
components where the angular field of view of each pixel was a 0.45 min arc corresponding to the highest average human sight parameters. The
results confirm that the average luminance value for multi-source luminaires depends on the measurement system configuration. It has been
proposed to standardize the angular field of view parameters of all measurement systems, where the measurement aims to obtain a value that

directly relates to human visual impressions (e.g. glare).
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1. INTRODUCTION

Since the beginning of modern lighting technology develop-
ment, photometric measurements have been important. The
measurement methods began gaining key importance when
modern simulation methods, forming the basis of lighting
designing and optimizing processes [1], appeared. Digitally
recorded luminous intensity distributions (LID) of light sources
and luminaires are the starting point of a lighting design [2, 3].
[luminance, luminance distributions, illumination uniformity
and glare are calculated using digital IES, LDT or similar files.
Typical construction of lighting devices with traditional light
sources in terms of photometric features comprised two essen-
tial components: a light source and an optical system that most
often was a mirror reflector. All these components had “macro”
scale dimensions. In interior lighting, the solutions based on lin-
ear fluorescent lamps were dominant. The luminance of these
lamps on a large surface of the tube did not exceed 50 000—
100 000 cd/m?. In these solutions, the LID has a “soft nature”
(Fig. 1a, 1b). Additionally, luminance distribution on the en-
tire surface of the reflectors and the light sources was uniform.
High-luminance light sources such as halogen lamps, low and
high-pressure sodium lamps and metal halide lamps have domi-
nated in outdoor conditions. However, in most cases, luminaires
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were equipped with large reflectors. Additionally, the former
projects were implemented so that direct observation of the
light source was not possible from the main illuminated direc-
tions. However, the appearance of LEDs has changed this sit-
uation. LEDs are excellent light sources that have completely
revolutionized lighting perception [4].

Lighting has become more user-friendly, and control of lu-
minous flux and light color has become cheap and simple.
Easy and cheap lighting control options have been introduced,
leading to significant energy savings [1, 5, 6]. However, the
basic LED feature is high luminance [7], reaching the levels
from several to hundreds of million cd/m? [8]. But, unlike tra-
ditional high-luminance light sources or COB LEDs, single
power LEDs have relatively low luminous flux values, rang-
ing from several to hundreds of lumens. This feature makes it
necessary to build multi-source luminaires consisting of many
chips covered with dedicated optical systems (Fig. 1c).

If we consider typical white LED systems used for lighting
purposes, they are in 2 basic variants. As for interior lighting,
a few dozen LEDs are often covered with a micro-prismatic
structure or a diffuser to reduce luminance and glare. The situ-
ation is entirely different in the case of outdoor lighting, where
it is necessary to obtain large luminous intensity amplifica-
tions. Due to the specificity of LED, reflector systems consti-
tute a small percentage of the lighting solutions being designed,
with lens systems/collimators being the dominant solution. This
is because for this type of construction in the entire range of the
illuminated space, it is possible to directly observe high lumi-
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Fig. 1. Construction (a), (c), luminous intensity distributions (b), (d) and luminance distributions (e, f) of typical indoor and multi-source
LED luminaires for road lighting

nance light sources (Fig. le, 1f). It has to be stressed that these
features are associated with the possible potential for causing
a glare phenomenon of considerable value.

1.1. Research area
The research aims to develop and verify the system guidelines
that will enable objective measurements of luminance distri-
butions, giving identical measurement results under the same
lighting conditions. The research hypothesis based on the re-
sults of the research [8—10] has been clearly defined: each digi-
tal system for measuring ILMD luminance distributions shows
a strong dependence of the average value of the recorded lumi-
nance on the measurement distance, i.e. the measurement field
covered by a single photosensitive cell of the sensor [10]. For
this reason, it is possible to develop guidelines that, after uni-
fying the angular field of view of a single pixel, will make the
results of measurements of luminance distributions identical,
regardless of the components of the measurement system. The
factors that directly affect the field of view of photosensitive
cells are the photosensitive cells’ physical dimensions and the
lens’s focal length. The unification of the angular field of view
of the photosensitive cells of the sensor applies only to mea-
surements of quantities that are directly related to the specific
perception of light by the human eye, e.g. glare measurement.
Currently, the measurements of luminance distributions con-
cern both the proper measurement of maximum and average
values. The problems are generated by lighting devices having
a large gradient of luminance variation. During research [10], it
has been proved that the luminance value measured with imag-
ing luminance measuring devices (ILMD) strongly depends on
the sharpness of the measuring field and the angular field of
view of individual sensor cells of the device. The current re-

search presented in this publication has confirmed this speci-
ficity. Additionally, it should be noted that another problem
is the standardization of the entire design process, simulation
calculations, and verification measurements related to lighting.
The works known to date prove [11] that the values of lighting
parameters related to the specificity of human eyesight differ
from each other in the calculation of luminous parameters based
on IES / LDT files and measurements using luminance meters
with a measuring field and an ILMD. According to the author,
the only possibility of obtaining full objectivization of the re-
sults of measurements of luminance distributions must lead to
the standardization of measurement systems. That is, standard-
ization of measurement systems not in the context of specific
sensor parameters, but in the field of view (FOV) of individ-
ual photosensitive cells of different systems. FOV depends on
the physical dimensions of the photosensitive cells and the fo-
cal length of the lens used. In the author’s opinion, it would be
most appropriate to link the FOV of the measurement system
to the known average FOV of cones responsible for vision in
humans.

The analysis of the angular field of view influence of indi-
vidual photosensitive cells of ILMD on the recorded luminance
value is discussed in this paper. The review of the literature of
companies involved in the implementation of market-leading
glare measurement devices [12] shows that there are no recom-
mendations for selecting the focal lengths of lenses for ILMD
sensors. The systems include the possibility to change the lens,
which ultimately changes the angular field of view of the pho-
tosensitive cells of the sensor. This publication shows that this
parameter significantly affects the value of the registered lumi-
nance in the case of luminaires with non-uniform luminance.
Luminance underestimation increases with multi-source LED
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luminaires. The key purpose of luminance measurements is to
obtain a result consistent with the sensations of human eyesight.
It should be added here that standardization should only cover
the area of application where ILMD is used to measure param-
eters directly related to the specificity of human eyesight, for
example, UGR (unified glare rating) measurement.

2. HUMAN VISION CHARACTERISTICS IN THE CONTEXT

OF THE RESEARCH CONDUCTED
Luminance is the most important photometric parameter in
lighting technology. For many years, this parameter has been
measured very rarely due to the lack of precise and affordable
measuring equipment. The situation has changed with the ap-
pearance of electronic luminance measuring devices with mea-
suring areas similar to the world’s dominant Konica Minolta
“LS” device family. Modern measuring of luminance appears
simple at first sight. It is sufficient to set the measuring device
correctly and press the “start” button to get the result in cd/m?
after a short while. In many cases, this is adequate, but there are
more and more situations when such a simplified measurement
is associated with significant errors.

When the measurement is performed to determine the lumi-
nance value of large and uniform surfaces, it is easy and thus
mistakes can easily be avoided. Likewise, the case is similar
when determining the luminance value of light sources for the
purpose of designing e.g. optical systems of luminaires. To de-
sign optical systems for LEDs, luminance measurements are
made from as short a distance as possible. The problem ap-
pears when luminance measurements are directly connected
with the nature of the human eyesight and the brightness per-
ceived by people, e.g. measurements and calculations of dis-
comfort glare [8, 11]. That is why this paper concentrates on
the measurements and calculations whose results and evalua-
tion are directly linked to the human vision features (e.g. lumi-
nance distribution measurement for UGR calculation). Nowa-
days, it is often the common case that there is a discrepancy
between the results of UGR values from a design, simulation
calculations and the results of on-site measurements [10]. In or-
der to assess the specific determinants and parameters of these
differences, it seems necessary to briefly describe the nature of
the human eyesight .

A human eye essentially consists of 2 receptor types, which
are distributed over the retina (Fig. 2). Typically, an average of
92 million rods are responsible for night vision, whereas, 4.6

Fig. 2. Structure of the retina of the human eye (a) [13] and a typical
CMOS sensor of the 6.45 wm size of a cell (b) [14]
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million cones [13] determine day vision at which both color
vision and fine resolution of detail are available. Focusing on
daytime vision and taking into account the number of photore-
ceptors, it is possible to combine these aspects to estimate a pa-
rameter such as resolution of human sight. If we consider the
fact that the image is directed through the lens on the photosen-
sitive area of the eye, just like in a camera, we can try to deter-
mine the angular field of view characteristic of each receptor on
the retina.

In the publication “Human photoreceptor topography” [13]
by Curcio, research on the spatial density of cones and rods
on the surface of the retina for seven people aged between 27
and 44 is described. Depending on the age of the people in
this study, large differences in the range of 4.08-5.29 million
cones were observed. The average value of 4.6 million cones
was assumed, the peak density of which was at the average
level of 199 000 cones/mm?. Large individual variability in the
range of 100 000—-324 000 cones/mm? was also observed. The
point of the highest density could be identified on the area of
0.032°. Density dropped rapidly and was lower by an order of
magnitude at around Imm beyond the central part. According
to Williams [14], the minimum spacing between the rows of
cones in the group of the researched people ranges from the
0.51 to 0.57 min arc, which corresponds to the density of 151
000 and 121 000 cones/mm?, respectively. Taking into consid-
eration different techniques for testing human eye parameters,
the resolution of human eyesight covers a wide range from the
0.30 min arc to 0.89 and even a 1 min arc. All values are based
on the average distance between the cones and the average dis-
tance of the retina from the optical center of the eye [15], on
the topology of the retina [13] and on the research linked to
the definition of visual acuity (VA) [16]. Therefore, the refer-
ence value accepted for the following studies is the mean value
for the best vision of population with the Snellen visual acuity
of 20/20 with Nyquist criterion stating that this corresponds to
a detector resolution of at least 0.5 arcmin. A 0.45 min arc is
this highest mean value resulting from the analyzed tests.

The resolution of the human eye is not identical for the en-
tire population and individual human features have an impact
on it. In addition, the human eye resolution is different for the
central and peripheral field of view, depending on the density of
receptors located on the surface of the retina. It is necessary to
perform tests to find out what direct influence the field of view
of photosensitive cells has on the luminance value perceived.
It should be taken into account that the specificity of human vi-
sion is very complex and depends on many factors. The image is
formed in the brain. The connections in the retina, between the
photoreceptors and bipolar cells, and between bipolar and gan-
glion cells, are organized in so-called receptive fields to capture
the dark-light transition more effectively. The receptive fields
play an important role in contrast perception and visual acuity.
In publication [17] the authors write that visual resolution de-
creases rapidly outside of the foveal center and that cone spac-
ing, especially in the central fovea, is highly variable between
individuals. Nevertheless, the only device that measures lumi-
nance in a similar way to the human eye is the luminance cam-
era. Glare, an impression that is very individual and depends on
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a specific person, is assessed with the help of ILMD. Therefore,
it is necessary to ensure that each ILMD system shows identical
results under the same conditions. This will link indications and
implemented calculations (UGR formula) with people’s feel-
ings.

3. LUMINANCE MEASUREMENTS - STATE OF THE ART

AND PROBLEMS
There are many interesting studies conducted in the world with
regard to the adopted glare scale [18-20]. The results and
recommendations for good practices are collected in publica-
tion [21]. Currently, the glare rating scale is based on the thresh-
olds (levels of discomfort). These ranges are detailed by many
researchers [19, 20, 22-24]. In each variant and in each study,
the limits of glare occurrence come down to assigning subjec-
tive feelings to predefined intervals.

In the publication “Measuring Discomfort from Glare: Rec-
ommendations for Good Practice” [21], the authors wrote in re-
lation to research connected with glare: “One reason why there
is no agreed model is that there is a large variance in findings,
both between subjects and between studies”. Of course, this ap-
plies to the subjective research that is done on the people partic-
ipating in the experiments. That is why the above quoted opin-
ion should be supplemented in the following manner: Until we
have a measuring system that will ensure measurement results
fully consistent with the results of design calculations and with
the feelings of the people taking part in the research, it will be
extremely difficult to achieve full compliance of the results be-
tween the respondents and the studies.

With the appearance of professional imaging luminance mea-
suring devices whose construction is based on the use of digi-
tal image sensors in CCD or CMOS technology, making lumi-
nance measurements can be as precise as possible [25]. The tra-
ditional technology of constructing luminance meters (Fig. 3a)
was based on the measurement of mean luminance values in
a measuring field of a certain size.

Typically, the measurement area covered an angular area of
1/3°, 1°, 3°, or in the case of road lighting measurements, a
rectangular area of 2" x 20/,

However, despite their undeniable advantages, these devices
are not helpful for direct measurements of key parameters re-
lated to glare assessment such as UGR. The breakthrough came
only when the equipment using digital sensors in CCD and
CMOS technology for measurements appeared in the market.
These devices can register luminance at many millions of points
simultaneously, to some extent similarly to the way the human
eye does. Two basic devices’ types dominate the market as far
as digital luminance measurements are concerned:

e portable devices that use RGB cameras with color filters in
the Bayer system [26],

e laboratory devices that have special constructions using
gray matrices, without color filters.

In laboratory devices with mono sensors, spectral correction
is performed using a dedicated V(A) filter placed between the
lens and the sensor. The task of this filter is to adjust the silicon
sensor’s spectral sensitivity to the human eye’s spectral sensitiv-

b) (8¢
.\_\ S
< |
— S
—llFo
=
4 Cl
" 1
L1 g
o=
) G Lz
L1 Objective lens C  Chopper
Lz Eyepiece lens system F  Spectral-response correction filter
M Total-reflection mirror D Silicon photocell
S1  Aperture stop P Porro prism
S2  Field stop G Focusing screen

Fig. 3. Construction of luminance meters with a measuring field [24]
(a), (b) and measurement result (c), result of ILMD measurement (d)

ity by the requirements of the CIE spectral luminous efficiency
function V(A). In most market solutions, the signal from the
sensor is converted into a digital form using 12-bit ADC con-
verters. The image is most often projected onto the sensor with
the help of rectilinear lenses.

The set of sensor + rectilinear lens enables precise calcula-
tion of the field of view of the entire sensor and the angular field
of view of individual photosensitive cells (pixels) (formula (1)).

L
FoV =2-arctan | —— 1
0 arcan(F.2>, (1)

where: FoV — field of view of individual photosensitive cells,
L — diagonal dimension of the sensor, F' — focal length of the
lens.

Except for devices with rectilinear lenses, fisheye lenses are
commonly applied in UGR measurements. An extremely wide
field of view causes the extension of the field of view of indi-
vidual pixels of the sensor, and thus can cause significant un-
derestimation of the luminance value measured. The reason for
this is the fact that when in the field of view of the camera there
are multi-source luminaires (Fig. le, 1f), the luminance readout
may be understated. The direct reason for this situation is pre-
sented in the later part of this publication and in articles [10,27].

It is thus not surprising that many researchers are so eager
to use ILMDs because they are undoubtedly the best measuring

Bull. Pol. Acad. Sci. Tech. Sci., vol. 70, no. 5, p. 143103, 2022
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devices in this field, capable of precisely measuring luminance
in many millions of points within an instant. It should be appre-
ciated that in her research [28], C. Villa applied measurement
from the ILMD to determine background luminance value. In
part of this work [28], it can be read that luminance measure-
ment of the luminous parts of the luminaires was performed
with a device with a physically applied Bayer filter and an ex-
tremely short fisheye lens.

In an interesting publication [29], in chapter 2.4, its authors
report that the LED luminaire luminance was measured with
a Radiant® Zemax ProMetric luminance camera. In another
publication [30], a standard Canon EOS 5D Mark II with a 8mm
lens was used to measure luminance. The system was calibrated
based on comparing the measurement results for uniform areas
with the measurement results received from the Minolta LS-110
device. In publication [20], extensive studies of the dependence
of discomfort glare on small high-luminance light sources were
performed, whereas the measurements were carried out with the
help of two devices of a measuring field of (1/3° LS-110 and
1° LS-100) and with a DSLR Rebel T1i camera with a Canon
16-35 mm lens.

While analyzing the scientific articles, attention has been
drawn to the fact that individual researchers use extremely dif-
ferent measurement configurations. It is very difficult to distin-
guish the details of the description of the parameters of mea-
surement systems in scientific articles. The description of the
system parameters is most often treated as marginal. Very often,
it is not specified which variant of the device the authors used
from many versions with different sensors and sets of lenses.
Meanwhile, the selection of components has a direct impact on
the luminance values obtained. Changing the lens to a lens with
a different focal length will register different values of maxi-
mum and average luminance, especially for long-distance mea-
surements [31]. Regardless of the luminance meters configura-
tion, all measurements should give the same results.

Despite the widespread use of luminance cameras with sili-
con sensors in world science and technology, researchers use
a wide variety of equipment. Research includes ready-made
ILMD systems from companies such as Technoteam or Konica
Minolta and ordinary DSLR digital SLR cameras calibrated for
measurements by researchers themselves using a comparative
technique with other reference luminance meters. Such systems
do not have a correction to match the spectral sensitivity curve
of the sensor to the spectral sensitivity curve CIE V(A) of the
human vision.

It needs to be emphasized that the analysis and overview of
the literature show that most researchers expect a stable system
offering unambiguous measurement results. They do not want
to deal with any measurement problems and measuring specifi-
cation itself. It is understandable that luminance measurements
should be as simple as possible. Adjusting the focus and press-
ing the “measure” button should give unambiguous and correct
results in every situation. It is important in the case of the results
that will have a direct impact on people’s subjective percep-
tions related to the luminance parameter and phenomena such
as glare.

Bull. Pol. Acad. Sci. Tech. Sci., vol. 70, no. 5, p. 143103, 2022

4. LUMINANCE CALCULATIONS AND MEASUREMENTS

IN THE CONTEXT OF GLARE
To make an accurate assessment and find the cause of poten-
tial errors that may occur during calculations connected with
lighting design, simulation calculations and measurement veri-
fication should be broken down into separate parts. This will be
presented in this chapter.

4.1. Digital photometric data

Currently, each luminaire and most light sources available in the
market offer photometric data. To prepare the IES/LDT files,
a photometric darkroom, any goniometer and a lux meter are
sufficient. However, documents in the IES/LDT formats of the
most frequently used standards do not contain any luminance
data. The luminance value of glare luminaires, e.g. for the UGR
formula, is calculated from the luminous intensity value and the
apparent surface area of the luminaires, which is calculated for
the analyzed direction. Recalling the dependence for calculat-
ing the UGR (formula (2)).

0.25 L;w;
UGR =8log | — ,
( Lr )

i

2)

where: L, — background luminance (cd/m?), L; — luminance
of the glare source “i” in the direction of the observer’s eye
(cd/m?), o; — solid angle of the glare source “i”” seen from the
observer’s eye (sr), P, — position index (Guth’s index) for the
glare source “7” (displacement from the line of sight).

The luminances of the luminous parts of all luminaires in the

UGR dependence are described in [32].
(3)

=, 4)

where: I — luminous intensity in the direction of the observer’s
eye (cd), r — distance from the center of the observer’s eye to
the luminous parts of the luminaire (m), A, — projected area of
the luminaire (m?).

The structure of files describing the photometric data of lu-
minaires used for the UGR calculations includes data such as
the number of light sources, the luminous flux of light sources,
and key parameters: dimensions of the luminous luminaire sur-
face and luminous intensity values in defined directions of the
system (C, ) or similar [11].

Therefore, where does the L; luminance value necessary to
calculate the UGR parameter value, which is the luminance of
the glare light source towards the observer’s eyes, come from?
Knowing that luminance is the quotient of the luminous inten-
sity of the element and the apparent surface area of the com-
ponent, which is seen from a given observation direction, the
L; value can be calculated based on the value. Here, however,
the first problem appears. Regardless of the luminance distri-
bution on the luminaires’ surface, the same luminous intensity
distribution can be obtained.
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This results in averaging luminance over the entire surface
of the luminaires [10,31]. This is not a problem for luminaires
with uniform luminance over the entire surface (Fig. 3c), but it
is essential for all luminaires with luminance distributions sim-
ilar to Fig. 1.

It should be noted that more and more often light sources
which are used for design purposes have very precise luminance
models in the ISO TM25 standard (rayfile). With these models
(Fig. 4), it is possible to perform very accurate simulations of
reflector and lens systems using ray tracing methods. This for-
mat is commonly used to support the design of optical systems
of lighting fixtures using Photopia, Speos, LightTools and sim-
ilar software. Many companies have implemented these types
of models in their software. Scientists [33,34] have proposed
effective simulation and measurement methods. But at present
the TM25 format and similar formats are not used commonly to
describe the photometric parameters of luminaires to be applied
for indoor lighting simulation purposes. Additionally, to make
the simulation calculations based on “rayfile” files, one should
implement complex ray-tracing methods which are computa-
tionally demanding. All lighting design support applications
like Dialux etc. are based on the use and simple implemen-
tation of photometric inverse square law instead of raytracing
using luminance mapping.

Fig. 4. An example model of the “rayfile” (a and b) and the struc-
ture of a light source model implemented in the LTI Photopia software
(cand d)

4.2. Measurement of luminance parameters

Today, an ILMD is the only equipment that can measure the
UGR directly. It should be taken into account that the ILMDs
come in a very wide range of specifications. Individual devices
differ in terms of the dimensions of the sensor and the num-
ber of pixels. In addition, it is possible to use many lenses with
different focal lengths within one structure and this has a di-
rect impact on the field of view of individual pixels of the sen-
sor (formula (1)). That is why the simplest use of this type of
device, limited to clicking the “start/measure” button, may be
associated with massive errors in the case of measurements of
parameters directly referring to the human vision nature. Cur-
rently the ILMDs constitute the sole alternative in the area of

luminance measurements. They are very advanced devices, of-
fering great opportunities. However, it should be realized that
they have specific characteristics that must be taken into con-
sideration by the specialist when performing and processing the
results of luminance distribution measurements.

In its rich publications, Technoteam, which is one of the pi-
oneer companies in the field of constructing modern ILMDs,
does not raise the problem of standardizing the angular param-
eters of [35] photometers in the context of UGR measurements.
The other manufacturers [36,37] also present different configu-
rations which, after changing the lens, may give different lumi-
nance measurement results for multi-source luminaires.

The specificity of luminance measurements with all clas-
sic meters, such as the LS-100/LS-150 or similar, includes mea-
surement of the mean luminance value inside a measurement
field with a defined angular value (Fig. 3).

As far as the application of the ILMD is concerned, the re-
sult of measuring luminance distribution is the set of millions
of averaged values for the angular field of view of each “pixel”
recording local luminance values (Fig. 3d and Fig. 6). The av-
erage value from the defined measurement area similar to tra-
ditional equipment can be calculated in post-production on the
basis of the data recorded while measuring.

Publication [35] relates to glare measurements using ILMD.
This publication references the standard [38] which defines that
“the luminance meter shall use a restricted total angle of the
measurement cone to at least 0.03° in the vertical plane and at
least 0.3° in the horizontal plane. If the ILMD determines the
luminance for each grid point by averaging the reading of adja-
cent pixels, the mentioned limit angles shall not be exceeded”.
The term “at least” means that without exceeding this threshold
it is possible to use many systems, the field of view of which
is significantly different from each other. For this reason, it is
possible to obtain differences in luminance values for the same
luminaires in the field of view of the photometers (Fig. 7).

In the CIE report [39] in relation to luminance measurements
in chapter 4.5.4. with regard to ILMD, it is stated that “If an
ILMD is used, its measurement uncertainty shall be verified by
comparing the results for luminance distribution of a typical
LED device measured with a discrete luminance meter”. Chap-
ter 6 of report [39] describes the standard goniometric measure-
ment and the luminance value obtained as a result: “average lu-
minance is calculated by dividing the luminous intensity by the
projected luminous area”. Additionally, it is described that “If
the LED sources and LED luminaires have no diffusing cov-
ers and are observed as a sum of point sources (thus appearing
as a mixture of luminous and non-luminous portions within the
outer contour), method a) above for the determination of the
average luminance from the luminous intensity in the viewing
direction and the projected luminous area (the outer contour of
the light output area) is not valid. For such LED devices, only
measurements of the luminances of the luminous portions of
the light output area are appropriate. Such measurements can be
made using a luminance meter or an imaging luminance mea-
surement device (ILMD)”. There is also no precise definition
of the angular field of view of pixels of the measurement sys-
tem, which consists of the physical dimensions of pixels and
the focal length of the measurement lens.

Bull. Pol. Acad. Sci. Tech. Sci., vol. 70, no. 5, p. e143103, 2022
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The most extensive document on the subject of glare mea-
surements, using modern digital luminance meters, is the CIE
232: 2019 document [40]. It is a much needed publication that
puts in order the issues of modern glare measurements. Glare
calculation procedures for large and small light sources are de-
scribed. Additionally, much attention has been paid to LED lu-
minaires that have non-uniform luminance distribution. A new
formula has been proposed containing the correction factor “k”
as a “uniformity correction parameter”. Information also ap-
peared that: “The uniformity correction parameter, k, may be
interpreted as a correction to the average luminance (as origi-
nally intended by Hara and Hasegawa), but also as a correction
to the effective luminous area, a correction of the position in-
dex, or a correction of the whole term. The definition of the
luminous part of the glare source has an impact on the aver-
age luminance value, the luminous area and the uniformity of
the source. Therefore, the definition of the uniformity correc-
tion parameter “k”, must be based upon the definition of both
the effective source area and the effective source luminance”.
In the period of dynamic development of LEDs, these are very
important proposals. On the luminance measurement issue it
was written that “The resolution of this image needs to be suf-
ficiently high to incorporate all relevant luminance variations”
and “Either the measurement equipment is set to this resolu-
tion, or a finer resolution is used in the measurement and the
image is blurred to the required resolution by applying a Gaus-
sian filter”. However, the measurements (Fig. 8 and Table 2)
show that the change in the angular parameters of the ILMD
measurement system causes a large discrepancy in the maxi-
mum and mean values. This means that applying a Gaussian
filter will not produce fully consistent results either. Therefore,
it is necessary to conduct additional tests for carefully prepared
measuring systems.

5. EXPERIMENT AND DESCRIPTION OF THE STAND

The aim of the experiment is to identify the dependencies of the
parameters of the luminance measurement system, the type of
luminance distribution on the surface of the luminaires and the
recorded luminance values. Earlier studies have confirmed that
there is a relationship between the depth of field of the ILMD
measurement system and the angular field of view of individual
photosensitive cells on the recorded luminance values [10,27].
The following research aimed to show what differences are ob-
tained and how to eliminate them.

In order to determine the detailed relationships between the
luminance parameters for the same luminaires using different
equipment and measuring techniques, a measuring stand was
prepared.

This setup consisted of:

e a photometric darkroom,

e a 6 m long photometric bench,

o LMT luxmeter, which was used to measure luminous in-
tensity from a distance of 9 meters for each variant of the
apertures (accuracy +2%),

e Konica Minolta LS-100 camera with a measurement field
size of 1° (accuracy +2%),
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e LMT L1009 luminance meter with a measuring field size of
1°,3°,20/, 6/ (accuracy +2%),

e LMK imaging luminance measuring device with a 2/3”
ICX285 sensor with resolution of 1392 x 1040 points, pixel
dimensions: 6.45 um x 6.45 um with a lens of focal length
of 50 mm. Measuring accuracy AL < 3% (for standard illu-
minant A) — V(1) and f'1 < 4%.

For the purpose of the research, the models of luminaires
were constructed (Fig. 5¢) of dimensions 300 mm x 450 mm x
600 mm, with a measuring window of dimensions 225 mm X
350 mm. In each of the luminaire models there were light
sources used, i.e. 6 pc’s of 38 mm COB Citizen LEDs. The lu-
minous flux that can be obtained from each of the diodes was
25000 Im.

The author’s own application and the ATmega 2560 micro-
controller were used to control the luminaire. The system could
make a smooth change of the luminance of the output surface
of the luminaire in the range of 2000-25 000 cd/m?2, with a uni-
formity of 0.94 (Fig. 5a). The spectral distribution of the LEDs
used in the experiment is shown in Fig. 5b. All the devices used
for measurements had V(1) spectral correction and worked in
class A.

a)

nnnnn

mWim?inm

0
400 450 500 550 600 650 700 750 nm

d) e)

Fig. 5. Research model of luminaire, luminance distribution (a),
spectral distribution (b), visualization of model (c),
structure of openings/light source models (photos) (d—f)

Spot light sources were simulated by laser cutting of the
openings in the surface of the black Plexiglas of 2 mm in thick-
ness. A white diffuse plate illuminated directly by 6 COB light
sources has been placed under the black Plexiglass. The dimen-
sions of the openings and their spacing were selected on the ba-
sis of the assessment of these parameters for typical lighting so-
lutions (Fig. 1c). 15 models of typical multi-source luminaires
for outdoor lighting and 15 solutions for interior lighting were
analyzed. The results indicate that x 3.2 is typically the ratio
of the distances between successive light sources as a function
of their dimensions. For this reason, the distance between the
centers of successive openings was assumed to be 3.2 times the
dimension of the successive openings (Table 1).

The parameters of the openings were calculated so that from
a distance of 3 meters the dimensions of the openings were cov-
ered by the angular field of view of 0.5 to 10 min arc (Table 1).
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Table 1
Specification of luminaire models used in the experiment

Distance Angular
Diameter between dimensions
of openings the centres from distance
(mm) of openings of 3m
(mm) (min arc)
Aperture 1 0.44 1.4 0.5
Aperture 2 0.88 2.8 1
Aperture 3 1.75 5.6 2
Aperture 4 4.37 14 5
Aperture 5 8.70 28 10
White Acrylic - - -

The positioning of the luminaires on the photometric bench
was performed in such a manner that the minimum distance
of the test luminaire from the measuring devices was 1.5 m,
whereas the maximum distance was 6.7 m. Thanks to adjust-
ing the distance, it was possible to obtain the conditions under
which in extreme cases the surface area of a single luminous el-
ement was fully included in the angular field recorded by a sin-
gle pixel of the imaging luminance measuring device sensor.
With a measuring distance of 6.7 m, the field was 0.22 min arc
(0.00366°).

Additionally, the focal length of the ILMD lens was se-
lected so that with the known sensor dimensions of 2/3” and
the known pixel dimensions of 6.45 pum x 6.45 um, the angu-
lar field of view of each pixel was obtained at a level close
to 0.45 min arc. In the analyzed case, the assumed value was
obtained as follows: for the smallest openings at a distance of
1.5 meters, the area covered by each individual pixel was that
of 0.19 mm x 0.19 mm. At the distance of 3.3 meters, the area
covered by each individual pixel is that of 0.44 mm x 0.44 mm.
Finally, at a distance of 6.7 m, the area coverage is that of
0.85 mm x 0.85 mm. At a measuring distance of 6.7 meters,
the diameter of the smallest openings is twice smaller than the
angular area covered by each pixel of the sensor of the ILMD
set used in the experiment.

Figure 6 shows an exemplary location of the measurement
zones covered by the angular field of view of the LS-100 and
LMT L1009 devices in relation to the measuring field placed
in the form of the area in the ILMD. The measuring fields were
arranged in the central research area of COB luminaires. The re-

Fig. 6. Photos of the meter measurement fields LS-100 (a),
L1009 (b—e), ILMD (f)

search was carried out in the photometric darkroom. All mea-
suring devices were attached to special holders so that their
lenses were located in the same place in the direction of the
vector normal to the output surface of the tested luminaires.
A Bosch GLL 3-80C cross laser was used for positioning the
systems.

6. ANALYSES AND MEASUREMENT OF LUMINANCE

The introduction shows that for the purposes of different appli-
cations, the luminance value is calculated differently and based
on different input data. As a result of all calculations, however,
luminance distributions are not obtained, but the mean lumi-
nance value, characteristic of the entire luminous surface of
the luminaires. Digital descriptions of luminaire parameters in
IES/LDT or similar files are the starting point for all lighting
simulation calculations.

As described earlier, luminance of the luminaires is deter-
mined on the basis of the luminous intensity values measured
for the distance longer than minimal for photometric inverse
square law and the apparent surface area of the luminaire which
is calculated for the observation direction. In computational al-
gorithms, this comes down to multiplying the area by the value
of the cosine function for the observation direction. Luminance
of the luminaires is calculated in this manner. To be aware of
a chance of making a mistake, one can imagine a luminaire with
a “checkerboard” structure where the black fields do not emit
the luminous flux and the white fields emit it. The second vari-
ant is a luminaire of the same size as the “checkerboard” which
is completely white, i.e. it emits the luminous flux with its entire
surface. In both cases, the luminous surface area defined in the
IES files will be identical. Both luminaires have the same lumi-
nous intensity. So, what will it change? Taking into account the
fact that luminous intensity is the product of luminance and the
luminous surface area, it turns out that in reality luminance val-
ues on the surface of the “checkerboard” will be twice higher
than those on the surface of the luminaire uniformly emitting
a luminous flux across the entire surface. However, luminance
values for both of these variants calculated from the IES files
will be identical.

Additionally, luminance distributions will also be the same
in both cases and will be identical for a luminaire illuminating
with its entire surface. We will receive the same dependencies
for many variants of luminaires, including such an option in
which the luminaire will have the entire center dark and will il-
luminate only circumferentially with the same luminous inten-
sity as the two described earlier. Nevertheless, when luminance
measurements are performed, the results obtained will depend
on the part of such luminaires being covered by the imaging
luminance measuring device.

For this reason, it was decided to carry out a number of tests
and experiments different from those most often conducted in
the context of discomfort glare. Much of the cited and very
valuable research [18,41-43] has been performed in a similar
manner. The researchers prepare a test stand where a surface- or
spot-illuminating luminaire in various configurations of light-
ing zones is placed. Then, a human sits down at the bench and
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assesses the perceived glare. The criterion is the dependence
of the glare sensation as a function of the luminance value, lu-
minance gradient and/or the spectral distribution of the light
sources used. Everything in those investigations is conducted
correctly. The only problem is that, for example, glare should
be counted, measured and assessed objectively in addition to
subjective judgments. These measurements are omitted. Nev-
ertheless, there is no research that would link the luminance
values obtained in various ways with the human sensations.
Research assumptions include the following points:
e luminance calculations on the basis of luminous intensity
measurements — exactly as it is with the use of IES files,

e luminance measurements with two different measuring de-
vices with an assumed measuring field,

e luminance distribution measurements with the ILMD, in-
cluding the calculations of mean values from fields fitted to
the measurement fields of traditional equipment.

All measurements were taken on the basis of the use of spe-
cially prepared, fully controlled luminaires whose construction
is described in Section 5 and Table 1.

The analysis of luminance measurement results with the use
of ILMD (Fig. 6 and Fig. 7) explicitly shows how the de-
vice “sees” luminance distribution. When the individual light
sources included in the luminaire are so small that the field of

212.1 cd/m? (min)

93.8 cd/m? (min)

53.1 cd/m? (min)

ILMD measurements
Light source 1: Light source 2: Light source 3: Light source 4: Light source 5: Light source 6:
0.44 mm 0.88 mm 1.75 mm 4.37 mm 8.70 mm umiform
Measuring distance: 1.5 m
98.9 cd/m? (min) 74.0 cd/m? (min) 48.5 cd/m? (min) | 34.8 cd/m? (min) 31.8 cd/m?(min) | 10.880 cd/m? (min)
992.6 cd/m? (avg) | 1266.0 cd/m?(avg) | 996.4 cd/m? (avg) | 1177 cd/m? (avg) 2385 cd/m? (avg) | 11.120cd/m? (avg)
8.702 cd/m? (max) | 10.890 cd/m? (max) | 10.920 cd/m? (max)| 10.960 cd/m? (max) | 10.820 cd/m? (max) | 11.320cd/m? (max)
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27.9 cd/m? (min) | 11.130 cd/m? (min)
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954.1 cd/m? (avg) 1003 cd/m? (avg) | 11.370 cd/m? (avg)

2.747 cd/m? (max)
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istance: 6.7 m
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1.305 cd/m? (avg) | 589.7 cd/m? (avg) 518.0 cd/m? (avg) | 859.5 cd/m? (avg) 907.4 cd/m? (avg) | 11.300 cd/m? (avg)
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*lllustrative photos taken through the viewfinder of the meter - poor quality.
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Fig. 7. Minimum/average and maximum luminance variability depending on light source dimensions
and measurement distance
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view of a single pixel covers them completely and when their
high luminance is surrounded by very low background lumi-
nance, the individual pixels record the average luminance from
their field of view. The presented results show clearly that un-
der the conditions when the dimensions of the light sources are
close to the angular field of view of the pixels, the device is
not able to separate them and some significant disturbances of
the recorded luminance values appear. These disturbances are
unpredictable.

In Fig. 8, for a luminaire that consists of light sources of a di-
ameter of 0.44 mm, with distances between the light sources
of 1.4 mm, with measuring distance of 6.7 m, the mean lumi-
nance value exceeding the average values for all measurements
and all measuring devices was obtained. There is also a notice-
able impact of high point luminance on the signal triggering the
neighboring pixels of the sensor. The most stable indications
for each of the analyzed variants were obtained with the use of
the Minolta LS-100 camera with the 1° measuring field. There-
fore, this device will be treated as a reference one. It is worth
noticing that the device indications correspond to the mean lu-
minance calculations made for the luminaires with the use of
inverse square law formula and (Table 2) thus most accurately.
At the same time, for the above reasons these results cannot
be treated as objectively the best and most closely correspond-
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ing to the sensations registered by the human sight. At the mo-
ment it is not clear which of the devices can generate the results
which correspond to the human luminance sensations. This idea
will be developed in the summary of this paper.

6.1. Dependence of luminance value as function
of measuring distance

The analysis of the recorded luminance values for subsequent
models of luminaires (Fig. 8), where the measuring distance is
a variable, shows two regularities. The first one is the fact that
the value of the mean luminance recorded with the Minolta LS-
100 luminance meter with the measuring area of 1° is the clos-
est to the mean luminance value calculated on the basis of the
luminous intensity measurements for the entire surface of the
luminaire models. The calculations were made in the same way
as they are made on the basis of digital IES/LDT files. For the
light sources with a diameter of 0.44 mm, average luminance
values were successively obtained as follows: for a distance of
1.5 m: 1163 cd/m? (LS-100) and 1343 cd/m? (calculations), for
a distance of 3.3 m: 1259 cd/m? (LS-100) and 1343 cd/m? (cal-
culations), for a distance of 6.7 m: 1310 cd/m? (LS-100) and
1343 cd/m? (calculations). Similarly, for the same parameters,
the ILMD recorded the mean luminance values from the anal-
ogous measuring field as follows: 992 cd/m? for the measur-
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Fig. 8. Dependence of luminance value as function of measuring distance for variable light source dimensions (a—c) and for homogeneous
luminance light source (d)
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ing distance of 1.5 m, 682 cd/m? for 3.3 m and 1318 cd/m? for
6.7 m. The luminance values for the subsequent models of lu-
minaires are presented in Table 2.

The detailed analysis of the results shows that the values cal-
culated on the basis of the LID of the luminaires and the re-

Table 2
Dependence of luminance value (cd/m?) as a function of the measuring
distance for 6 dimensions of light sources models

Measuring distance | 1.5m| 3.0 m| 3.3 m|4.5m| 6.7 m
LS-100 1163| 1235| 1259| 1203| 1310
LMT L1009 3 deg 1233| 1381| 1364| 725| 886
LMT L1009 1 deg 1205| 1398| 1385| 1109| 1467
LMT L1009 20’ 1226| 1395| 1393| 1400| 1493
LMT L1009 6 1243| 1439| 1415| 1414| 1457
044 ILMD area MIN 98| 177| 212| 295| 619
ILMD area AVG 992| 696| 682] 1072| 1318
ILMD area MAX 8702| 3016| 2747| 2573| 2178
Lfl"t‘l‘l:ag‘:;:g]f‘}”;fg‘; 1343| 1343| 1343| 1343 1343
LS-100 1181] 1218] 1220| 1206| 1247
LMT L1009 3 deg 1251| 1316| 1302| 681| 844
LMT L1009 1 deg 1258| 1330| 1324| 997| 1349
LMT L1009 20’ 1259| 1310| 1308| 1247| 1373
LMT L1009 ¢’ 1235| 1315| 1342| 1280| 1375
088 ILMD area MIN 74| 90| 93| 132| 273
ILMD area AVG 1266 856 764| 611 586
ILMD area MAX 10890| 8099| 7471| 3795| 1175
Li“:;tif;:g?f;fg‘; 1262| 1262] 1262] 1262| 1262
LS-100 968| 991| 982 991| 995
LMT L1009 3 deg 1038| 1045| 1037| 520| 675
LMT L1009 1 deg 1023| 1064| 1057| 782| 1064
LMT L1009 20’ 1031| 1036| 1055 962| 1069
LMT L1009 6 1210| 932| 1064| 998| 1030
L7 ILMD area MIN 48| 51| 53] 55| 67
ILMD area AVG 996| 926| 964| 779| 519
ILMD area MAX 10920|10830|10970| 9183 | 4839
LS-100 725| 852| 902| 883| 878
LMT L1009 3 deg 930| 924| 921| 456| 627
LMT L1009 1 deg 860| 974| 897| 608| 925
LMT L1009 20/ 1320 993| 933| 767| 1012
37 LMT L1009 6 1460| 2190| 1155 878| 284
ILMD area MIN 34| 32| 34| 31| 33
ILMD area AVG 1177 677 954| 932| 929
ILMD area MAX 10960|11070|11170|11020|10870
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Table 2 [cont.]

Measuring distance | 1.5m|3.0m| 3.3 m|4.5m| 6.7 m
LS-100 1346| 725 762| 887| 857
LMT L1009 3 deg 976 893| 882| 483| 602
LMT L1009 1 deg 1252] 1225 924] 760] 947
LMT L1009 20’ 5300] 17| 149 980| 1003
LMT L1009 6' 5100 10| 10| 963 11
870 I MD area MIN 270 27] 271 24 12
ILMD area AVG 1567| 650] 1003] 1087| 738
ILMD area MAX | 10840|11070[11120| 1114011080
LS-100 10780{10790| 10800 10830 | 10760
LMT L1009 3deg | 11420]11250[11260| 597011310
LMTLI1009 1 deg  |11360|11250[11260| 8350 6970
LMT L1009 20’ 11370{ 1126011260 10480 11360
LMT L1009 6' 11340{11250{11240[10700| 11310
uniform
ILMD area MIN 10880(10930[11130[10910(10920
ILMD area AVG 11120{11200]11370] 11230] 11260
ILMD area MAX | 11320]11470]11600| 1150011590
gﬁ‘;‘;ﬁ;:ﬁ?ﬁ;ﬁ‘é, 11054|11054|11054| 1105411054

sults of measurements using the Minolta LS-100 device fluc-
tuate around similar values. Additionally, the measurement re-
sults are stable for a given distribution of light sources on the
surface of luminaires regardless of the measuring distance.

Similarly, as for the surface of a single luminaire where the
entire light source represents its entire surface, the results are
stable and very consistent (LS-100: approx. 10800 cd/m?, cal-
culations: 11 054 cd/mz). In this case, the results of measure-
ments with the ILMD are also very close to those obtained with
other methods and fluctuate around the value of 11230 cd/m?.
The situation changes for a different structure of the light source
system dramatically (Table 2).

For light sources of a diameter of 0.44 mm and depend-
ing on the measuring distance, the ILMD records the fol-
lowing average luminances: 992 cd/m?, 696 cd/m?, 682 cd/m?,
1072 cd/m?2, 1318 cd/m? (for the consecutive distances: 1.5 m,
3.0m, 3.3 m, 4.5 m, 6.7 m). Thus, all mean values are lowered
as compared to the two remaining methods and there is no reg-
ularity in the direction of changes in the results. The measure-
ment results are presented in Table 2 and Fig. 8. For the consec-
utive luminaires, we can distinguish the regularity that for the
shortest measuring distance the values recorded with the ILMD
are higher than in the other methods, and the values decrease as
the device is moved away from the luminaire. The most inter-
esting results have been observed for the smallest light sources
whose size is within in the field of view smaller than approx.
1 min arc. Regardless of the measuring distance, the recorded
mean luminance values are even 50% lower than the values
measured with the LS-100 device and those calculated on the
basis of the LID.
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6.2. Dependence of luminance values on angular
dimensions of light sources

In another part of the experiment, it was investigated whether
at a stable measuring distance the recorded mean luminance
values behaved as a function of the changes in angular size
of light sources steadily and predictably (Table 2). The anal-
ysis was carried out for 3 measuring distances: 1.5 m, 3.3 m,
and 6.7 m. Except for one disturbance of the result for the
distance of 1.5 m, for the LS-100 device and the largest light
sources, the results of the LS-100 measurements again coin-
cide with the calculation results for all consecutive conditions
(Fig. 9). Meanwhile, the ILMD measurements for the small-
est light sources and the measuring distance of 1.5 m fluctu-
ate around the value of 1000 cd/m?, without maintaining the
change trend corresponding to the calculations. At a distance of
3.3 m, the direction of changes in the luminance value from the
ILMD is opposite to the others. For the distance of 6.7 m, the
correctness and relationship with the calculated values cannot
be distinguished either. In the LMT L1009 measuring device,
one can notice the recorded luminance value’s dependence on
the measuring distance function. Especially after exceeding the
distance of 3.3 meters (for 4.5 m and 6.7 meters), luminance
drops appear that do not follow the trend of changes in lumi-
nance registered with LS-100 and the values resulting from the
calculations. Additionally, the LMT results are not consistent
with the results of measurements with the use of other devices
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and calculation methods. Because, e.g. the luminance value for
a 1.75 mm light source is stable for the distance of 1.5-3.3 m,
then it drops by almost a half for the measuring field of 3 de-
grees and the distance of 4.5 m, and then increases for the dis-
tance of 6.7 meters. For this reason, these results are provided
for illustrative purposes only and were not considered in the
discussion of the results. It should be mentioned that the de-
vice was operational and had a valid verification certificate. The
second phase of the experiment is currently being investigated.
It provides for the participation of 80 respondents. Therefore,
these results may prove valuable shortly. Considering the high
variability of the ILMD indications, the use of this equipment
for universal measurements of parameters similar to the UGR is
currently disputable. According to the author, further research
and complete standardization of measuring equipment with dig-
ital CCD/CMOS sensors for measuring parameters directly re-
lated to the nature of human vision nature are necessary.

When luminaires having uniform luminance distribution, e.g.
those with diffusers, are in the field of view of the measuring
device, measurement results will be stable and objectively cor-
rect. However, when in the field of view there is a luminance
gradient changing the appearance of the luminaire to one sim-
ilar to that of multi-source luminaires (Fig. 1c and Fig. 5d-5f),
the results of the measurements and, consequently, of the lumi-
nance calculations for glare sources (L; in UGR formula) will
be imprecise (formula (3)). However, the most significant com-
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plication is introduced by the fact that the direction of the error
will not be known. It is not clear whether the results will be
overestimated or underestimated.

For research purposes, changing the measurement field cov-
ered by a single pixel can be done in two ways. One is to change
the distance of the invariant sensor system and the prime lens
from very small angular light sources. The second is the change
of the focal length value with the system measuring distance un-
changed. By “small light sources”, it is meant that they are those
with dimensions that oscillate angularly around the area encom-
passed entirely by a single photosensitive cell of the sensor.

The conducted research shows that by increasing the measur-
ing distance from the models of multi-source luminaires with
small angular light sources, the maximum value and average
value of the registered luminance in most cases decreases (Ta-
ble 2). The same happens when the focal length is changed to
a smaller one [10]. Therefore, two ILMD systems, differing in
the resolution of the sensor or the focal length of the lens, which
will be used for UGR measurements, will give different mea-
surement results [11]. This is due to the different luminance
values of the L; dazzling luminaires (formula (3)). The result
of the background luminance measurement L, (formula (2))
will be the same because the luminances of large homogeneous
surfaces are independent of the angular field of view of light-
sensitive cells and the measurement distance (Fig. 8d). There-
fore, the factor causing measurement discrepancies should be
eliminated by standardizing a single photosensitive cell’s an-
gular field of view, regardless of the ILMD system compo-
nents used.

The results presented in Figs. 8 and 9 show that when
the area covered by a single pixel is similar, the luminance
values obtained will also be similar. For example, for light
sources with the size of 0.44 mm and the measuring distance
of 1.5 m, the value of Ly, = 98 cd/m?, Liya = 8702 cd/m?,
Layg =992 cd/m2. When the measuring distance increases in
proportion to the increase in the size of the light sources, we
obtain for 0.88 mm and 3.0 m the values of Ly, = 90 cd/m?,
Linax = 8099 cd/m?, Layg = 856 cd/m?. However, when the
measuring distance increases from 1.5 to 3.0 m but the dimen-
sions of the light sources do not increase, for 0.44 mm and
3.0 m we obtain Ly, = 177 cd/m2, Lpax = 3016 cd/m? and
Layg = 696 cd/m?.

In addition, the maximum value of luminance correspond-
ing to the reality for the homogeneous variant is obtained only
when the angular field of view of at least one pixel of the sensor
fits entirely within the size of the light source. It should be noted
that the maximum values, oscillating around 11 000 cd/m?, are
obtained for a source with the dimensions of 0.88 mm and only
one distance of 1.5 m. The same maximum value in other cases
is recorded for a light source with the dimensions of 1.75 mm
for the distance of 1.5-3.3 m, a light source with dimensions of
4.37 mm for a distance in the range of 1.5-6.7 m and for a light
source of 8.7 mm in the whole range. For light sources with
the dimensions of 0.44 mm for the used configuration of the
measurement system (reference to the ILMD configuration and
the lens), the real maximum value is not obtained for any mea-
surement distances. This is because the field of view of a single
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photosensitive cell is not fully contained in the light source’s
dimensions. The cell measures the average value of luminance
of the light source and the immediate surroundings. In this case,
all maximum values are understated.

7. FURTHER RESEARCH

Based on the presented analyses and the research [8-10, 29], it
can be concluded that currently the ILMD technology is very
advanced, however, it requires standardization. When the de-
vices are used to measure real luminance values from short
measuring distances, or with the use of lenses of large focal
lengths exceeding 50—100mm, the operator of the equipment
obtains a lot of precise information related to luminance dis-
tributions. However, if the measurements are connected with
the assessment of parameters resulting from the human sight
nature, it is necessary to standardize the measuring equipment
and expand the files to include photometric data of luminaires
(IES/LDT/etc.).

These files are sufficient for calculations related to the dis-
tribution of illuminance and luminance on the illuminated sur-
faces. Nevertheless, at least for one direction of observation,
Y= 0° and the assumption of the Lambertian nature of the lumi-
nance distribution, it is necessary to supplement their structure
with a simplified luminance distribution on luminaire surface.
The division of the luminaire into e.g. 1000 to 10 000 parts,
where the luminance value will be saved, can easily be added to
the IES/LDT files. This can also be done without significantly
increasing the file size. However, it will then become possible to
make more precise UGR parameter calculations that will over-
lap with the results of ILMD measurements and the lighting
users’ feelings.

The test results show that under the presented conditions the
values recorded with the ILMD differ from both the values
recorded with the devices with a measuring field and from the
calculation results based on the luminous intensity and appar-
ent surface area of the luminaire. To determine which results
are closer to people’s subjective assessments, additional studies
are currently being carried out with respondents. The human
eye is a very complex “measuring device”. Taking into account
its structure and principle of operation, the ILMDs are theoret-
ically the closest to the human eye. The human eye reacts to
a sensor in a similar manner and it consists of millions of re-
ceptors working with the lens. Each light-sensitive cell records
the mean luminance for a given angular area. Human eye adap-
tation applies to the entire eye, like a change in exposure time
in the ILMD.

Nevertheless, the human vision parameters which are depen-
dent on personal and genetic characteristics fluctuate around the
values in the range of 0.3 to 1 min arc. Meanwhile, parameters
such as the field of view of the ILMD set or a single photo-
sensitive cell are subject to great variability depending on the
configuration of the measuring system. The key elements of lu-
minance camera configuration include e.g. parameters such as
physical size, number of pixels, pixel dimensions for a sensor
and focal length, optical resolution of the lens, etc., for other
system components. Therefore, in-depth understanding of the
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specificity of ILMD operation in direct relation to people’s sen-
sations is so important in order to develop a system that will
be characterized by the corresponding results of design calcu-
lations, simulations and measurements.

The results presented in this publication clearly show that
the luminance measurement result strongly depends on the con-
figuration of the measurement system for the same variants of
lighting fixtures.

8. SUMMARY AND CONCLUSIONS

The human eye is a complex “measuring device”. During the
measurements, the luminance perceived by the eye is translated
into numerical values which are then used for calculations. The
author of this publication, apart from purely academic activity,
deals with designing optical systems for luminaires and devel-
oping measuring equipment. The results of research [8, 10, 44]
and [45] indicate that it is necessary to design measurement
systems that deliver results which are consistent, under all con-
ditions, with people’s impressions. The key issue is to adjust
the measurement system to the human sight nature. Citing C.A.
Curcio: “There are several estimates for the maximum density
(or minimum spacing) of cones in the adult fovea (Osterberg,
'35; Hartridge, 50 [46]; O’Brien, '51 [47]; Miller, '79 [48]; Far-
ber et al., '85 [49]; Yuodelis and Hendrickson, 86 [50]; Ahnelt
et al., '87 [51]), which range from 49 600/mm? (Farber et al.,
85 [49]) to 238 000/mm? (Ahnelt et al., 87 [51]). These stud-
ies focus on a variety of histological techniques and a range of
ages, and many of these studies are based on only one or two
eyes”. There is not and cannot be one unquestionable numer-
ical value characteristic of the resolution of human sight. The
values calculated with various methods cover the range from
0.3 to 1 min arc. This publication presents the analysis of the
results of luminance calculations and measurements for differ-
ent methods. The focus was on the ILMD system configured
so that the angular field of view of a single photosensitive cell
was equal exactly to the highest average resolution of human vi-
sion, shown in most studies as 0.45 min arc. The measurements
were taken for specially designed luminaires in which the light
source dimensions of 0.44 mm, 0.88 mm, 1.75 mm, 4.37 mm
and 8.70 mm consecutively ensured the coverage of the angu-
lar area corresponding to a 0.5, 1, 2, 5 and 10 min arc from 3 m
of distance.

The first method of luminance determination was the com-
putational method used in photometry for laboratory measure-
ments of luminous intensity distributions of luminaires for the
needs of e.g. digital IES/LDT or similar files. It is based on
measuring the value of the luminous intensity for the distance
further than minimal for photometric inverse square law. Taking
into account the apparent luminous surface of the luminaires,
mean luminance value was calculated. The second method for
indicating the luminance value was the method of direct mea-
surements using two devices with a measuring field. These de-
vices were Minolta LS-100 and LMT L1009. The third method
was based on the ILMD system with a 2/3” ICX285 sensor
and a lens selected so that the field of view of each pixel was
a 0.45 min arc.
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By analyzing the obtained results from publication [8, 10]
and [31], one can defend the hypothesis that it is possible to de-
velop guidelines that, after unifying the angular field of view of
a single pixel, will make the results of measurements of lumi-
nance distributions identical, regardless of the components of
the measurement system used.

The results of the experiment show clearly that when the in-
dividual light sources are so small that the field of view of a sin-
gle pixel covers them entirely, individual pixels record average
luminance from their field of view. Typically high-luminance
light sources are surrounded by background luminance of a very
low value (Fig. le), therefore the recorded luminance value is
very low as compared to the average luminance value for the
light source itself.

This publication presents the research results and highlights
the need for standardization of measurements and luminance
description in digital files with photometric data used to calcu-
late parameters such as UGR. Additionally, it is recommended
that each time a detailed specification of the measuring equip-
ment and the measuring distance be provided. In the case of
scientific publications and the evaluation of parameters such as
e.g. UGR, the conversion value of the angular field of view for
each CCD/CMOS sensor cell used in the measurement system
should be included in the measurement protocol. This will al-
low to provide comparable test results connected with glare.
Otherwise, we will not have any modern measure of description
of glare sensations, fully coinciding with the results of calcula-
tions and laboratory measurements.

Standardization of the measurement system configuration
must mean moving away from defining parameters as “at least”
and replacing them with a specific value such as 0.45, 0.5 or
1 min of arc, which will have to be realized by the equipment
manufacturers. Providing one specific field of view for each
“pixel” is possible by adjusting the lens and by ensuring pre-
cisely adjusted focal length for the physical dimensions of the
photosensitive cells of the sensor. Publication [10] shows that
the angular field of view of individual photosensitive cells of the
sensor is of key importance in the case of recording the lumi-
nance distributions of multi-source luminaires. It is influenced
by averaging the luminance of light sources and their surround-
ings by individual photosensitive cells. The change in averaged
values does not coincide with the change recorded by traditional
measuring instruments (Fig. 9c¢). However, in the case of tradi-
tional measuring instruments, the field of view of the devices
usually covers st degree or 3 degrees as standard. In the case
of ILMD for the same sensor, the use of a lens with a different
focal length radically changes the system parameters. Knowing
the technical limitations and the ratio of resolution to matrix
dimensions, it is recommended to quickly adopt the standard-
ization of all systems dedicated to measuring parameters such
as GR or UGR so that the field of view of individual photosen-
sitive cells does not exceed 1 arc minute.

9. PATENTS
The solution described in the article is subject to patent pro-
tection No. PL 231114 “Method for measuring the luminance
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distribution and the system for measuring the luminance distri-
bution”.
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