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A formula for the lower Bohl exponent of discrete
time-varying systems

Adam CZORNIK and Krzysztof SIMEK

In this note, a formula for the lower Bohl exponent of a discrete system with variable
coefficients and weak variation was proved. This formula expresses the Bohl exponent through
the eigenvalues of the coefficient matrix. Based on these formulas a necessary and sufficient
condition for an uniform exponential instability of such systems is also presented.
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1. Introduction

One of the most frequently used models in control theory are linear time-
invariant systems, however nowadays to cope with growing requirements for-
mulated for control systems in the process of the building model we use linear
time-varying systems (see e.g. [8, 17, 20] and the references therein). The dy-
namic properties of linear systems with variable coefficients can be described
by various types of numerical characteristics such as Lapunov, Bohl, Perron ex-
ponents or central exponents (see [9]). These exponents are defined by solution
norms or transition matrix norms, which makes them difficult to calculate. The
computational difficulties of determining these characteristics are additionally
increased by the fact that most of the characteristics are not a continuous func-
tion of the coefficients (see [16]) and therefore small inaccuracies of the system
coefficients may cause large changes in the values of the characteristics. On
the other hand, for time-invariant systems, a comprehensive description of the
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dynamic properties can be obtained through the spectrum of the system matrix.
This brings to mind an attempt to express the numerical characteristics of systems
with variable coefficients through the eigenvalues of the matrix of coefficients.
In the general case, it is unfortunately impossible, because there are examples
of exponentially uniformly stable continuous systems, whose coefficient matri-
ces have spectra lying in the right half-plane, as well as examples of unstable
systems with coefficient matrices with only eigenvalues with a negative real part
(see e.g. [14, p. 257]). There are also analogous examples for discrete systems.
It turns out, however, that if the coefficients of the system change slowly enough,
then from the location of the spectra of the coefficient matrix, certain prop-
erties concerning the asymptotic properties of solutions can be deduced. This
is the basic idea behind the so-called ‘freezing method’ initiated by Desoer’s
work [12]. A summary of the results obtained using this technique can be found
in Section 10.1 of [13].
In this work we deal with the relationship between the smallest in absolute

value eigenvalues of the coefficient matrix and the lower Bohl exponent of a dis-
crete time-varying system. This exponent characterizes an uniform exponential
instability, it is the smallest element of the spectrum of the exponential dichotomy
and it is the exact boundary of mobility down of the lower Bohl exponents of
trajectories of the solutions of perturbed systems under arbitrarily small pertur-
bations of the coefficients matrix (see Theorem 1 below).
The main result of the work states that when the system has the so-called

weak variance, then the lower Bohl exponent is the lower limit of the logarithms
of the smallest module of eigenvalues of the coefficient matrix. A similar result
for continuous systems and the upper Bohl exponent was obtained in the works
of V.M. Millionschikov in [18] and by J. Daleckii and M.G. Krein in the mono-
graph [11], p. 200. On the basis of the main result of the work, we formulated
the necessary and sufficient condition for the uniform exponential instability of
the discrete time-varying system with weak-variation. The work also contains a
numerical example illustrating the obtained result.

In the work, we will use the following notation conventions: a sum
𝑏∑︁
𝑗=𝑎

is

equal to zero if 𝑏 < 𝑎, R𝑑×𝑑 is the set of all real matrices of size 𝑑 × 𝑑, 𝐺𝐿𝑑 (R)
is the subset of R𝑑×𝑑 consisting of invertible matrices. For 𝐴 ∈ R𝑑×𝑑 , 𝜇(𝐴) is the
smallest and 𝜆(𝐴) the greatest absolute value of the eigenvalues of matrix 𝐴, 𝐼𝑑
is the identity matrix of size 𝑑 × 𝑑, ‖𝑥‖ is the Euclidean norm of 𝑥 ∈ R𝑑 and ‖𝐴‖
is the operator norm induced by Euclidean norm of a matrix 𝐴 ∈ R𝑑×𝑑 .
We will consider systems of the following form

𝑥(𝑛 + 1) = 𝐴(𝑛)𝑥(𝑛), 𝑛 ∈ N, (1)
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where 𝐴 = (𝐴(𝑛))𝑛∈N is a sequence of invertible 𝑑 by 𝑑 matrices such that

𝑎 := sup
𝑛∈N
max

{
‖𝐴(𝑛)‖ ,



𝐴−1(𝑛)


} < ∞.

Let us denote by (Φ𝐴 (𝑛, 𝑚))𝑛,𝑚∈N the transition matrix of system (1) defined as
follows

Φ𝐴 (𝑛, 𝑚) =

𝐴(𝑛 − 1) . . . 𝐴(𝑚) for 𝑛 > 𝑚,

𝐼𝑑 for 𝑛 = 𝑚,

Φ−1
𝐴
(𝑚, 𝑛) for 𝑛 < 𝑚.

Definition 1 The lower Bohl exponent 𝜔(𝐴) of system (1) is defined as follows

𝜔(𝐴) = lim inf
𝑛−𝑚→∞

1
𝑛 − 𝑚

ln


Φ−1

𝐴 (𝑛, 𝑚)


−1 .

In the literature, together with the lower Bohl exponent, the upper Bohl
exponent Ω(𝐴) (see e.g. [14]) is also considered, defined as follows

Ω(𝐴) = lim sup
𝑛−𝑚→∞

1
𝑛 − 𝑚

ln ‖Φ𝐴 (𝑛, 𝑚)‖ .

It should also be noted that quantities Ω(𝐴) and 𝜔(𝐴) are sometimes re-
ferred to in the literature as singular exponents ( [19]) and general exponents [6].
The notion of Bohl exponent for continuous-time systems is due to P. Bohl [7].
The significance of the lower Bohl exponent for the theory of linear systems

with variable coefficients results from the following theorem.

Theorem 1 The lower Bohl exponent has the following properties:

1) system (1) uniformly exponentially unstable if and only if 𝜔(𝐴) > 0.

2) 𝜔(𝐴) it is the smallest element of the spectrum of the monotonous expo-
nential dichotomy of a system (1).

3) 𝜔(𝐴) is the exact boundary of mobility down of the lower Bohl exponents
of trajectories of the solutions of perturbed systems under arbitrarily small
perturbations of the coefficients matrix of the system (1).

Proof. Point 1 results from point 2 and the definition of a spectrum for a uniform
exponential dichotomy (see [3]). Point 2 was proved in [2], Lemma 4.1. Point 3
was proved in [5], Theorem 3.1. 2

In our further consideration we will use the following results from the litera-
ture.



416 A. CZORNIK, K. SIMEK

Theorem 2 (Gronwall’s inequality) (see [1], Theorem 4.1.9) Suppose that for
all 𝑛, 𝑚 ∈ N, 𝑚 < 𝑛 a sequence of non-negative numbers (𝑢(𝑛))𝑛∈N satisfies

𝑢(𝑚) ¬ 𝑝𝑢(𝑛) + 𝑞

𝑛−1∑︁
𝑖=𝑚

𝑢(𝑖)

for certain 𝑝, 𝑞 > 0, then

𝑢(𝑚) ¬ 𝑝𝑢(𝑛) (1 + 𝑞)𝑚−𝑛 (2)

for all 𝑛, 𝑚 ∈ N, 𝑚 < 𝑛.

Consider together with system (1) a nonhomogeneous system

𝑦(𝑛 + 1) = 𝐴(𝑛)𝑦(𝑛) + 𝑓 (𝑛), 𝑛 ∈ N, (3)

where 𝑓 = ( 𝑓 (𝑛))𝑛∈N is a sequence of vectors from R𝑑 and denote by 𝑦 =

𝑦(𝑛, 𝑘0, 𝑦0, 𝑓 )𝑛∈N, 𝑛 ­ 𝑘0 its solution with an initial condition 𝑦(𝑘0, 𝑘0, 𝑦0, 𝑓 ) =
𝑦0. If 𝑘0 = 0 we will write 𝑦(𝑛, 𝑦0, 𝑓 )𝑛∈N instead of 𝑦(𝑛, 0, 𝑦0, 𝑓 )𝑛∈N.

Theorem 3 (see section 2.5 in [1]) For any solution 𝑦 = 𝑦(𝑛, 𝑘0, 𝑦0, 𝑓 )𝑛∈N,
𝑛 ­ 𝑘0 of (3) we have

𝑦(𝑛, 𝑘0, 𝑦0, 𝑓 ) = Φ𝐴 (𝑛, 𝑘0) 𝑦0 +
𝑛−1∑︁
𝑗=𝑘0

Φ𝐴 (𝑛, 𝑗 +1) 𝑓 ( 𝑗), 𝑛 ∈ N, 𝑛 ­ 𝑘0 . (4)

Theorem 4 (see [10]) The following equality holds

𝜔(𝐴) = lim
𝑁→∞

(
lim inf
𝑘→∞

ln ‖Φ𝐴 (𝑘, 𝑘 + 𝑁)‖−1
)
. (5)

2. Main result

Before we formulate and prove the main result, we will provide a lemma that
will be used in the proof.

Lemma 1 For each 𝑐, 𝜀 > 0 there exists a constant 𝐷𝜀 (𝑐) > 0 such that for each
𝐴 ∈ 𝐺𝐿𝑑 (R) with max

{
‖𝐴‖ ,



𝐴−1

} ¬ 𝑐 we have

‖𝐴−𝑛‖ ¬ 𝐷𝜀 (𝑐)
(
𝜇−1(𝐴) + 𝜀

)𝑛
(6)

for all 𝑛 ∈ N.
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Proof. Since 𝜇−1(𝐴) = 𝜆
(
𝐴−1) , then the statement of the Lemma is equivalent

to the following: For each 𝑐, 𝜀 > 0 there exists a constant 𝐷𝜀 (𝑐) > 0 such that
for each 𝐵 ∈ 𝐺𝐿𝑑 (R) with max

{
‖𝐵‖ ,



𝐵−1

} ¬ 𝑐 we have

‖𝐵𝑛‖ ¬ 𝐷𝜀 (𝑐) (𝜆(𝐵) + 𝜀)𝑛 . (7)

To prove the last fact let us fix 𝑐, 𝜀 > 0, 𝐵 ∈ 𝐺𝐿𝑑 (R) with ‖𝐵‖ < 𝑐 and consider
the contour

Γ = {𝜆 ∈ C : |𝜆 | = 𝜀 + 𝜆(𝐵)} .
Then (see Section 4.1 in [13])

𝐵𝑛 = − 1
2𝜋𝑖

∫
Γ

𝜆𝑛 (𝐵 − 𝜆𝐼𝑑)−1 d𝜆

for all 𝑛 ∈ N. Consequently,

‖𝐵𝑛‖ ¬ 𝑀𝜀 (𝜀 + 𝜆(𝐵))𝑛 , (8)

where
𝑀𝜀 = (𝜀 + 𝜆(𝐵)) sup

|𝜆 |=𝜀+𝜆(𝐵)



(𝐵 − 𝜆𝐼𝑑)−1


 .

For any 𝑋 ∈ R𝑑×𝑑 we have (see Theorems 5.6.9 and 1.2.12 in [15])

𝜆(𝑋) ¬ ‖𝑋 ‖ and |det 𝑋 | ­ 𝜇𝑑 (𝑋)

and if additionally 𝑀 ∈ 𝐺𝐿𝑑 (R) then

𝑋−1

 ¬ ‖𝑋 ‖𝑑−1

|det 𝑋 |
(see (2) in [4]). Using the last three inequalities and the fact ‖𝐵‖ ¬ 𝑐, we may
estimate the constant 𝑀𝜀 as follows

𝑀𝜀 ¬ (𝜀 + 𝑐) sup
|𝜆 |=𝜀+𝜆(𝐵)

‖𝐵 − 𝜆𝐼𝑑 ‖𝑑−1

|det (𝐵 − 𝜆𝐼𝑑) |

¬ (𝜀 + 𝑐)
sup

|𝜆 |=𝜀+𝜆(𝐵)
‖𝐵 − 𝜆𝐼𝑑 ‖𝑑−1

inf
|𝜆 |=𝜀+𝜆(𝐵)

|det (𝐵 − 𝜆𝐼𝑑) |
¬ (𝜀 + 𝑐)

sup
|𝜆 |=𝜀+𝜆(𝐵)

( |𝐵 | + |𝜆 |)𝑑−1

𝜀𝑑

¬ (𝜀 + 𝑐) (‖𝐵‖ + 𝜀 + 𝜆(𝐵))𝑑−1

𝜀𝑑
¬ (𝜀 + 𝑐) (2‖𝐵‖ + 𝜀)𝑑−1

𝜀𝑑

¬ (𝜀 + 𝑐) (2𝑐 + 𝜀)𝑑−1
𝜀𝑑

.
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Defining

𝐷𝜀 (𝑐) = (𝜀 + 𝑐) (2𝑐 + 𝜀)𝑑−1
𝜀𝑑

we get from (8) the inequality (7). 2

Let us introduce the following definition.

Definition 2 We will say that a sequence 𝐴 = (𝐴(𝑛))𝑛∈N of 𝑑 by 𝑑 matrices or
alternatively system (1) has a weak variation if

lim
𝑛→∞

‖𝐴(𝑛 + 1) − 𝐴(𝑛)‖ = 0.

The next theorem contains the main result of this note.

Theorem 5 If system (1) has a weak variation, then

𝜔(𝐴) = lim inf
𝑛→∞

ln 𝜇 (𝐴(𝑛)) .

Proof. Let us fix 𝑘 ∈ N and rewrite equation (1) in the following way

𝑥(𝑛 + 1) = 𝐴(𝑘)𝑥(𝑛) +𝑄(𝑛)𝑥(𝑛), (9)

where
𝑄(𝑛) = 𝐴(𝑛) − 𝐴(𝑘).

Moreover for 𝑚, 𝑛 ∈ N , 𝑚 < 𝑛 denote

𝛿𝑘 (𝑚, 𝑛) = sup {‖𝐴(𝑖) − 𝐴(𝑘)‖ : 𝑖 ∈ N, 𝑛 − 1 ­ 𝑖 ­ 𝑚} .

According to variation of constants formula (4)

Φ𝐴 (𝑚, 𝑛) = 𝐴𝑚−𝑛 (𝑘) −
𝑛−1∑︁
𝑗=𝑚

𝐴𝑚− 𝑗−1(𝑘)𝑄( 𝑗)Φ𝐴 ( 𝑗 , 𝑛) (10)

for all 𝑚, 𝑛 ∈ N, 𝑚 < 𝑛. Let us fix 𝜀 > 0. Taking the norm on both sides of the
last identity and using the inequality (6) we get

‖Φ𝐴 (𝑚, 𝑛)‖ ¬ 𝐷𝜀 (𝑎)
(
𝜇−1(𝐴(𝑘)) + 𝜀

)𝑛−𝑚
+ 𝛿𝑘 (𝑚, 𝑛)𝐷𝜀 (𝑎)

𝑛−1∑︁
𝑗=𝑚

(
𝜇−1(𝐴(𝑘)) + 𝜀

) 𝑗+1−𝑚
‖Φ𝐴 ( 𝑗 , 𝑛)‖
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or equivalently(
𝜇−1(𝐴(𝑘)) + 𝜀

)𝑚
‖Φ𝐴 (𝑚, 𝑛)‖ ¬ 𝐷𝜀 (𝑎)

(
𝜇−1(𝐴(𝑘)) + 𝜀

)𝑛
+ 𝛿𝑘 (𝑚, 𝑛)𝐷𝜀 (𝑎)

(
𝜇−1(𝐴(𝑘)) + 𝜀

) 𝑛−1∑︁
𝑗=𝑚

(
𝜇−1(𝐴(𝑘)) + 𝜀

) 𝑗
‖Φ𝐴 ( 𝑗 , 𝑛)‖

for all 𝑛, 𝑚 ∈ N, 𝑛 > 𝑚. Applying the Gronwall’s inequality we obtain(
𝜇−1(𝐴(𝑘)) + 𝜀

)𝑚
‖Φ𝐴 (𝑚, 𝑛)‖

¬ 𝐷𝜀 (𝑎)
(
𝜇−1(𝐴(𝑘)) + 𝜀

)𝑛 (
1 + 𝛿𝑘 (𝑚, 𝑛)𝐷𝜀 (𝑎)

(
𝜇−1(𝐴(𝑘)) + 𝜀

))𝑚−𝑛
,

and consequently

1
𝑛 − 𝑚

ln ‖Φ𝐴 (𝑚, 𝑛)‖−1 ­ 1
𝑛 − 𝑚

ln𝐷−1
𝜀 (𝑎)

+ ln
(

1
𝜇−1(𝐴(𝑘)) + 𝜀

+ 𝛿𝑘 (𝑚, 𝑛)𝐷𝜀 (𝑎)
)
,

for all 𝑛, 𝑚 ∈ N, 𝑛 > 𝑚.

In particular for 𝑚 = 𝑘 and 𝑛 = 𝑘 + 𝑁, 𝑁 ∈ N, 𝑁 > 0 we have

1
𝑁
ln ‖Φ𝐴 (𝑘, 𝑘 + 𝑁)‖−1 ­ 1

𝑁
ln𝐷−1

𝜀 (𝑎)

+ ln
(

1
𝜇−1(𝐴(𝑘)) + 𝜀

+ 𝛿𝑘 (𝑘, 𝑘 + 𝑁)𝐷𝜀 (𝑎)
)
. (11)

It is known (see e.g. [15]), that for any matrix 𝑋 ∈ R𝑑×𝑑 we have

𝜆(𝑋) ¬ ‖𝑋 ‖

and if additionally 𝑋 is non-singular, then

𝜇−1(𝑋) = 𝜆

(
𝑋−1

)
.

This implies that
𝑎 ­ 𝜇(𝐴(𝑘)).
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The last inequality yields to the following estimate

1
𝜇−1(𝐴(𝑘)) + 𝜀

+ 𝛿𝑘 (𝑘, 𝑘 + 𝑁)𝐷𝜀 (𝑎)

=
𝜇(𝐴(𝑘))

1 + 𝜀𝜇(𝐴(𝑘)) + 𝛿𝑘 (𝑘, 𝑘 + 𝑁)𝐷𝜀 (𝑎)

= 𝜇(𝐴(𝑘))
(

1
1 + 𝜀𝜇(𝐴(𝑘)) +

𝛿𝑘 (𝑘, 𝑘 + 𝑁)𝐷𝜀 (𝑎)
𝜇(𝐴(𝑘))

)
­ 𝜇(𝐴(𝑘))

(
1

1 + 𝜀𝑎
+ 𝛿𝑘 (𝑘, 𝑘 + 𝑁)𝐷𝜀 (𝑎)

𝑎

)
.

Using this estimate in (11) we get

1
𝑁
ln ‖Φ𝐴 (𝑘, 𝑘 + 𝑁)‖−1

­
1
𝑁
ln𝐷−1

𝜀 (𝑎) + ln
(
𝜇(𝐴(𝑘))

(
1

1 + 𝜀𝑎
+ 𝛿𝑘 (𝑘, 𝑘 + 𝑁)𝐷𝜀 (𝑎)

𝑎

))
=
1
𝑁
ln𝐷−1

𝜀 (𝑎) + ln (𝜇(𝐴(𝑘))) + ln
(
1

1 + 𝜀𝑎
+ 𝛿𝑘 (𝑘, 𝑘 + 𝑁)𝐷𝜀 (𝑎)

𝑎

)
. (12)

Since the sequence 𝐴 has a weak variation, then

lim
𝑘→∞

𝛿𝑘 (𝑘, 𝑘 + 𝑁) = 0 (13)

for all 𝑁 ∈ N and therefore passing to the lower limit when 𝑘 tends to infinity in
(12) we obtain

lim inf
𝑘→∞

1
𝑁
ln ‖Φ𝐴 (𝑘, 𝑘 + 𝑁)‖−1 ­ 1

𝑁
ln𝐷−1

𝜀 (𝑎)

+ lim inf
𝑘→∞

ln (𝜇(𝐴(𝑘))) + ln
(
1

1 + 𝜀𝑎

)
.

Passing to the limit when 𝑁 tends to infinity in the last inequality and using (5)
we get

𝜔(𝐴) ­ lim inf
𝑘→∞

ln (𝜇(𝐴(𝑘))) + ln
(
1

1 + 𝜀𝑎

)
.

Due to the arbitrariness of 𝜀 > 0, we obtain the inequality

𝜔(𝐴) ­ lim inf
𝑘→∞

ln (𝜇(𝐴(𝑘))) . (14)
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Now we will prove the opposite inequality. Let us fix 𝑘 ∈ N and consider again
equation (1) in the form (9). Using (10) we have

𝐴𝑚−𝑛 (𝑘) = Φ𝐴 (𝑚, 𝑛) +
𝑛−1∑︁
𝑗=𝑚

𝐴𝑚− 𝑗−1(𝑘)𝑄( 𝑗)Φ𝐴 ( 𝑗 , 𝑛)

Φ𝐴 (𝑚, 𝑛)
(
𝐼𝑑 +

𝑛−1∑︁
𝑗=𝑚

Φ−1
𝐴 (𝑚, 𝑛)𝐴𝑚− 𝑗−1(𝑘)𝑄( 𝑗)Φ𝐴 ( 𝑗 , 𝑛)

)
.

Therefore

‖𝐴𝑚−𝑛 (𝑘)‖ ¬ ‖Φ𝐴 (𝑚, 𝑛)‖
(
1 + 𝑎2(𝑛−𝑚)𝛿𝑘 (𝑚, 𝑛)

𝑛−1∑︁
𝑗=𝑚



𝐴𝑚− 𝑗−1(𝑘)


)

and

‖Φ𝐴 (𝑚, 𝑛)‖−1 ¬ ‖𝐴𝑚−𝑛 (𝑘)‖−1
(
1 + 𝑎2(𝑛−𝑚)𝛿𝑘 (𝑚, 𝑛)

𝑛−1∑︁
𝑗=𝑚



𝐴−1(𝑘)


 𝑗+1−𝑚)

¬ ‖𝐴𝑚−𝑛 (𝑘)‖−1
(
1 + 𝑎2(𝑛−𝑚)𝛿𝑘 (𝑚, 𝑛) 𝑎

𝑛+1 − 𝑎𝑚+1

𝑎𝑚+1 − 𝑎𝑚

)
.

It is known (see e.g. [15]), that for any non-singular matrix 𝑋 ∈ R𝑑×𝑑 we have

𝑋−1

−1 ¬ 𝜇(𝑋),

therefore the last inequality implies that

‖Φ𝐴 (𝑚, 𝑛)‖−1 ¬ 𝜇𝑛−𝑚 (𝐴(𝑘))
(
1 + 𝑎2(𝑛−𝑚)𝛿𝑘 (𝑚, 𝑛) 𝑎

𝑛+1 − 𝑎𝑚+1

𝑎𝑚+1 − 𝑎𝑚

)
for all 𝑛, 𝑚 ∈ N, 𝑛 ­ 𝑚. Taking 𝑚 = 𝑘 and 𝑛 = 𝑘 + 𝑁 , 𝑁 ∈ N, 𝑁 > 0 we obtain

‖Φ𝐴 (𝑘, 𝑘 + 𝑁)‖−1 ¬ 𝜇𝑁 (𝐴(𝑘))
(
1 + 𝑎2𝑁𝛿𝑘 (𝑘, 𝑘 + 𝑁) 𝑎

𝑁+1 − 𝑎

𝑎 − 1

)
and

1
𝑁
ln ‖Φ𝐴 (𝑘, 𝑘 + 𝑁)‖−1 ¬ ln (𝜇(𝐴(𝑘))) + ln

(
1 + 𝑎2𝑁𝛿𝑘 (𝑘, 𝑘 + 𝑁) 𝑎

𝑁+1 − 𝑎

𝑎 − 1

)
Passing to the lower limit when 𝑘 tends infinity and taking into account (13) we
obtain

lim inf
𝑘→∞

1
𝑁
ln ‖Φ𝐴 (𝑘, 𝑘 + 𝑁)‖−1 ¬ lim inf

𝑘→∞
ln (𝜇(𝐴(𝑘)))
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Finally, passing to the limit when 𝑁 tends to infinity in the last inequality and
using (5) we get

𝜔(𝐴) ¬ lim inf
𝑘→∞

ln (𝜇(𝐴(𝑘))) . (15)

From (14) and (15) we obtain the conclusion of the theorem. 2

Considering the last theorem and Theorem 1 we express the following result.

Theorem 6 System (1) with a weak variation is uniformly asymptotically unstable
if and only if

lim inf
𝑛→∞

ln 𝜇 (𝐴(𝑛)) > 0.

Now we will illustrate the obtained result on an example of the analysis of
uniform exponential instability.

Example 1 Consider two dimensional system (1) with

𝐴(𝑛) =
[1
3

𝑝𝑛

1 𝑎

]
,

where the bounded sequence (𝑝𝑛)𝑛∈N of positive real numbers has a weak vari-
ation. Under this assumption about (𝑝𝑛)𝑛∈N the sequence (𝐴(𝑛))𝑛∈N is bounded
and has a weak variation. Suppose also that

𝑎

3
> sup

𝑛∈N
𝑝𝑛 . (16)

Since det 𝐴(𝑛) =
1
3
𝑎 − 𝑝𝑛, then (16) implies that matrices 𝐴(𝑛), 𝑛 ∈ N are

invertible and the sequence
(
𝐴−1(𝑛)

)
𝑛∈N is bounded. Moreover

𝜇 (𝐴(𝑛)) = 1
2
𝑎 −

√︄(
𝑎

2
− 1
6

)2
+ 𝑝𝑛 +

1
6

and by Theorem 5

𝜔(𝐴) = lim inf
𝑛→∞

ln𝜆 (𝐴(𝑛)) = ln ©­«12𝑎 −

√︄(
𝑎

2
− 1
6

)2
+ 𝑝 + 1

6
ª®¬ ,

where
𝑝 = lim inf

𝑛→∞
𝑝𝑛 .

From Theorem 6 it follows that the considered system is uniformly asymptot-
ically unstable if and only if

𝑎 < −3
2
𝑝 + 1.
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3. Conclusion

In this note, we showed that the lower Bohl exponent of discrete systems with
a weak variation is equal to the lower limit of the logarithms of the minimal
absolute value of the eigenvalues of the coefficient matrix. From this theorem it
follows a necessary and sufficient condition for uniform exponential instability
given in terms of eigenvalues of coefficient matrices. The obtained results are
illustrated on a numerical example.
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