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Abstract—The analysis of digital footprints (DF) related to the 

cybersecurity (cyber risk) user behavior of university information 

and education systems (UIES) involves the study and evaluation of 

various aspects of activity in the systems. In particular, such 

analysis includes the study of typical patterns (patterns) of access 

to UIES, password usage, network activity, compliance with 

security policies, identification of anomalous behavior, and more. 

It is shown that user behavior in UIES is represented by sequences 

of actions and can be analyzed using the sequential analysis 

method. Such analysis will allow information security (IS) systems 

of UIES to efficiently process categorical data associated with 

sequential patterns of user actions. It is shown that analyzing 

sequential patterns of cyberthreatening user behavior will allow 

UIES IS systems to identify more complex threats that may be 

hidden in chains of actions, not just individual events. This will 

allow for more effective identification of potential threats and 

prevention of security incidents in the UIES.  

 
Keywords—digital footprints; behavior patterns; users; 

university information and educational system 

I. INTRODUCTION 

HE rapid development of information technology (IT) in 

the second half of the last century and the beginning of the 

21st century has had a huge impact on all aspects of human 

activity, including education. Information technologies have 

radically changed the sphere of higher education, bringing many 

innovations that have transformed educational processes in 

universities. Among such technologies that have taken their 

rightful place in the business processes of universities are: 

online education platforms; adaptive learning technologies; 

virtual laboratories and simulations; digital twins of educational 

systems; cloud technologies for learning; learning management 

systems (LMS - Learning Management Systems); technologies 

for using big data for analytics; collaborative platforms and 

tools for students to work together, and others. These 

innovations have not only increased access to education, but 

also changed the approach to the learning process, making it 

more interactive, flexible and accessible, as well as significantly 

contributing to improving the quality of education and preparing 
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students for modern challenges and requirements of the labor 

market. Note that although digitalization of education has 

provided universities with many opportunities to improve the 

quality of education, it is important to strike a balance between 

traditional teaching methods and innovative IT to ensure 

maximum efficiency of the educational process. 

The development of IT in higher education has brought both 

new opportunities and new challenges in providing information 

(cyber) security (hereinafter referred to as IS or CS, depending 

on the context) to students and university staff. In this aspect, it 

is important to remember that universities are facing new 

challenges to IS and/or CS. These challenges are dictated by the 

need to address the need to:  

− personal data protection. Universities hold a huge amount 

of sensitive personal data of both students and staff.  

− respond to the threats of cyber threats. With the increasing 

use of online learning and data storage tools, the risks of 

cyberattacks and information leaks from university 

information systems have increased manifold;  

− manage access. The digitalization of universities has 

required effective systems for managing access to 

information resources, and as a consequence, effective 

tools are needed to identify and authenticate users and 

manage their access rights; 

− IS policy development (or CS); 

− et al.   

The development of IT in universities and other educational 

institutions requires constant attention to IS issues. This issue 

should become an integral part of the educational activities of 

universities to protect the confidentiality, integrity and 

availability of data. 

That is why new research related to the creation of a secure 

information and education system (environment) for the 

university is an extremely important and urgent task. 

II. LITERATURE REVIEW 

Over the past two decades, the number of publications devoted 

to cybersecurity (CS) of university information and education 
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systems (environments) and other educational institutions has 

increased significantly. In our opinion, this is due to the growing 

awareness of the importance of cybersecurity for educational 

institutions and the ever-changing threat landscape. Academic 

theorists and practitioners of information security (IS) are 

actively sharing their knowledge, experience and developments 

to help universities adapt to new threats and protect their 

information resources. 

In [1] the authors state that the growing use of e-learning 

systems has not led to an increase in attention to the problem of 

information security of these systems. The authors attribute this 

fact to the fact that e-learning systems are open, distributed and 

interconnected. Accordingly, ensuring the security of such 

systems is a difficult task that requires separate research. 

However, the authors predominantly focused on the analysis of 

CS measures and the application of CS metrics to e-learning 

systems, primarily in universities. According to the authors of 

the paper, internal cyber-attacks as well as the lack of 

appropriate IT policies pose the greatest threats to the CS of 

such systems. 

In [2, 3], the authors noted that universities have become 

lucrative targets for cyberattacks. Universities and research 

institutes may have large amounts of research results as well as 

sensitive personal data of scientists. This makes these 

organizations attractive targets for cybercriminals as well as 

hacktivists [4].  

As the authors in [5] note, although academic institutions face 

significant information security risks, attitudes towards the 

implementation of measures to protect their information assets 

may vary. In particular, the authors draw attention to the fact 

that it is not always easy for universities to find a balance 

between IS (IS) measures and academic openness and the free 

flow of information. Within the academic environment, 

collaboration and information sharing both within the institution 

and with colleagues from outside is the norm. And as noted in 

[5], although researchers specializing in IS issues and working 

in universities have published thousands of articles on IS issues, 

the education sector itself often leaves cybersecurity to the 

technical staff of educational institutions. 

More than 20 years ago, in their paper [6], the authors studied 

security in online learning and discussed the trade-off between 

security and accessibility. The authors of this paper may have 

been among the first to lead a discussion in the early 21st 

century about the security culture of academia and its 

relationship with the security services of educational 

institutions. 

In [7, 8] discusses the legal implications of data breaches in 

higher education in storing student data. Also touched upon is 

the problem of regulating CSs under state law following U.S. 

federal law.  

In [9], the authors examine the risks associated with social 

media in higher education institutions in Malaysia. The authors 

of this study emphasized the risks for teachers.  

In [10], the authors conducted a systematic review of the risks 

of IPM in higher education. According to the authors, while 

there is an increasing number of publications on university 

security, there is an acute lack of empirical research. The authors 

identified the most valuable assets in need of protection in 

universities and these included: personal data on students and 

staff; student evaluations and administrative data; financial data; 

 

university research data; and university information systems 

(IS). As the authors have shown, the most frequent threat events 

for UIES can be considered: malicious software (software) and 

other forms of compromise of university information assets. 

Also identified by the authors as significant threats are: scanning 

of university resources; social engineering attacks; and 

inadvertent disclosure of information. Although the authors 

have analyzed the threats to university information assets very 

thoroughly, however, the paper does not offer even conceptually 

strategic measures to counteract these risks and threats. As 

noted by the authors of this paper, the purpose of such a 

systematic review was only to note the need for additional 

research in this area.  

In [11, 12], the authors present the results of studies 

concerning the analysis of threats to CS during the 

implementation of phishing attacks and attacks based on social 

engineering techniques. The authors conclude that there is a 

high level of susceptibility to phishing attacks in academia. 

It is noted in [13] that the Covid-19 pandemic has had a 

significant impact on the organization of learning in 

universities. The widespread use of new IT, in particular, cloud 

computing, online learning platforms, applications, etc. has led 

to a substitute increase in the risks of DoS/DDoS attacks, cross-

site scripting, spoofing, unauthorized access to data, and 

infection with malicious UIES programs.  

It is noted in [14, 15, 16] that another relatively new challenge 

in the context of cybersecurity (including for educational 

institutions, authors), is the task of monitoring and analyzing 

users' digital footprints.    

As it was shown in [17, 18], the analysis of digital footprints 

(hereinafter referred to as DF) of users (in particular, university 

teachers and students) is directly relevant to information 

security issues. This is due to the following factors: the analysis 

of DF allows to identify potential vulnerabilities in systems and 

behavioral patterns of users (patterns); analysis of DF helps to 

monitor and control the activity of users, which is important for 

detecting abnormal behavior or unauthorized access; the study 

of DF allows in some cases to improve the strategies of CS, 

taking into account the habits of users and the peculiarities of 

their interaction with information systems, etc. The analysis of 

DF helps to monitor and control the activity of users, which is 

important for detecting anomalous behavior or unauthorized 

access. Accordingly, according to the authors, DF analysis can 

play a key role in understanding threats and security issues in 

information systems. In our opinion, all the above-mentioned 

fully applies to the problem of ensuring IS (CS) of UIES, which 

makes new research in this area relevant.  

Analyzing the DF of users in an UIES can involve various 

methods of finding patterns to extract useful information about 

the activities of students and teachers. One such method is 

behavior pattern analysis [19]. Such analysis in combination 

with data clustering methods, associative rules, machine 

learning methods, etc. Can help analyze many indicators, 

ranging from the sequence of user actions in the UIES to 

predicting the success of students in a particular course.  

In [20], the authors discuss the possibility of using sequential 

pattern (pattern) and rule analysis, a subset of data mining 

techniques in analyzing CS notifications.  

In [21], the authors present research results on sequential 

pattern mining (SPM), to obtain event sequences for all IP  
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addresses in a corporate network. As the authors show in their 

work, sequences describing malicious user behavior in a 

corporate network are quite rare. 

Each of the above methods has its own advantages and can be 

effective in analyzing the DF of users in an UIES. A 

combination of several methods can provide more accurate 

results. 

III. THE PURPOSE AND OBJECTIVES OF THE STUDY. 

Supplement the method of sequential analysis of cybersecurity 

behavior patterns of users of the university information and 

education system (UIES) with a model of associative rule 

formation, where each information security event is represented 

as an element fixed in digital traces characterizing the 

behavioral patterns of UIES users. 

IV. METHODS AND MODELS 

UIES cybersecurity (cyber risk) patterns are typical or 

characteristic patterns of user behavior. These patterns are 

related to data security, threat protection, and security 

compliance in the UIES. Such patterns include:  

− normal behavior. That is, they are patterns of actions that 

are typical for specific users or groups of users. For 

example, certain login times, sequence of access to certain 

UIES resources, typical requests and actions in the 

system; 

− anomalous behavior. That is, deviations from typical 

patterns of behavior that may indicate potential threats to 

the UIES IS. This may include unusual attempts to access 

protected UIES resources (e.g., accounts), unusual 

requests, increased activity, or unauthorized attempts to 

log into the UIES; 

− specific threat patterns. This includes patterns that 

characterize specific types of threats, such as internal or 

external user attacks, exploit or infiltration attempts, 

phishing, and other types of cyber attacks on the UIES; 

− adaptive behavioral changes. This category includes 

patterns that reflect changes in user behavior over time or 

in response to security training. For example, users may 

adapt their behavior patterns to avoid detection or adapt 

to new security techniques used in the UIES. 

Studying and analyzing such patterns, including through the 

analysis of users' digital footprints, will enable UIES security 

systems to detect anomalies promptly, detect IS threats, and 

adapt to changes in threats, which will ultimately help ensure 

the UIES's IS and its robust defense against cyberattacks. 

As shown in [19], the method of obtaining maximum 

consistent patterns of user behavior, e.g., in an UIES, is usually 

associated with sequence analysis techniques such as event 

sequence or time series analysis. This is because the analysis of 

user behavior in an UIES often considers sequences of actions 

or events that the user performs in the system. Sequential 

analysis techniques, such as frequent sequence or event 

sequence extraction algorithms, can be applied to extract such 

patterns of behavior. For example, associative analysis 

algorithms such as Apriori or FP-Growth [22] can be used to 

identify frequent sequences of user actions in the system. 

In the context of UIES QA, sequential analysis techniques [20, 

21] can be an important tool to detect anomalies, protect against 

threats, and improve the overall security of UIES. In particular, 

we note that: 

Sequential analysis techniques can identify typical user 

activity patterns in the UIES. Changes in these patterns can 

indicate potential threats to the CS, such as unusual attempts to 

access sensitive data or unauthorized user actions in the UIES; 

by analyzing DFs and user activity sequences in the UIES, 

unusual or malicious patterns can be identified that may indicate 

hacking attempts or cyberattacks on the UIES. 

Thus, the use of sequential analysis techniques allows 

measures to be taken to strengthen UIES defenses, for example, 

by creating rules or algorithms that can automatically detect and 

respond to potential UIES SC threats. 

Before outlining the mathematical calculations related to the 

description of user behavior patterns in the UIES in the context 

of its information security, let us briefly review the terminology 

that will be used below.    

We believe that user behavior patterns are typical patterns or 

characteristics of actions that users exhibit when interacting 

with an UIES. In the context of IS and/or CS assurance, 

analyzing patterns Can be critical. Some typical patterns are 

summarized in Table I. 

TABLE I  
EXAMPLES OF TYPICAL USER BEHAVIOR PATTERNS THAT MAY BE RELEVANT 

TO THE SECURITY OF AN UIES 

№ Conditional 

pattern name 

Description 

1 Access frequency 

and typical 

activity intervals 

Users typically have specific time limits 

for accessing the UIES. Abnormal 

changes in access frequency may 

indicate compromise of UIES accounts. 

2 Typical queries 

and operations in 

UIES 

Examination of common user requests in 

the UIES, helps identify anomalous or 

suspicious activity. For example, 

attempts to change account settings in 

the UIES without prior authorization 

may indicate account compromise. 

3 Location and 

devices 

Analyzing where and from what devices 

users typically access the UIES can help 

identify anomalies. For example, 

logging into the UIES from unusual 

geographic locations or from an atypical 

device. 

4 User response to 

security events 

How UIES users respond to password 

change requests, two-factor 

authentication, and other IS measures 

can indicate their security awareness 

and/or the presence of threats. 

 Etc.  

 

Then, an IS event when a user interacts with an UIES is any 

event or action that may affect the security of information in that 

system. IS events will be characterized by non-empty unique 

sets of attributes. Such attributes can include, for example, 

according to Table I: user, device, time, event type. And also 

additional (special attributes), which depend on the event type. 

Let's denote by E  the set of all recorded events, i.e.:

 ,,...,1 neeE =  where   −= niei ,1,  individual IS events in the 

UIES; −n  capacity E  . 
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A user session in an UIES, such as a learning management 

system (LMS) like Moodle, will be a time period during which 

the user interacts with the UIES. The session begins when the 

user logs into the UIES (i.e., authenticates) and ends when the 

user logs out or automatically terminates the session due to lack 

of user activity for a certain amount of time. From an IS (and/or 

CS) perspective, a session is critical because various activities 

can be performed during an active session, including accessing 

sensitive data, transferring information, performing operations, 

etc. Let us denote by S  the set of all recorded sessions, i.e.,

 ,,...,1 mssS =  where   −= misi ,1,  individual sessions in the 

UIES; −m  capacity S  . 

A session Can also be described as the placement of E  

elements without repetition: ,,...,1 ijii ees =  where

  −== iij hjmie ,1,,1,  a separate IS event within a single −i  

session; −ih  power of placement is  . 

The set E  will be formed as the result of combining all the 

sets of sessions that were obtained from the facts of user 

activities in the UIES. Then if an IS event took place, it belongs 

to at least one session: .,, seSEe s   

Note that in order to place E  elements without repetition, their 

classification is required. Classes of IS and/or CS in UIES, 

define the levels of protection and security measures applied to 

ensure the integrity, confidentiality and availability of 

information in UIES. Then, a class of IS events Can be 

interpreted as an arbitrary set of IS events in an UIES, which 

will have certain properties or attributes. Let

  −= ilE cccC ,,...,1  be the set of all defined classes of IS 

events characteristic of UIES. There −= li ,1  is an independent 

IS class; −l  power EC  . For example, the classes of IS (CS) in 

an UIES may include classes related to: authentication and 

access control; encryption and data protection; vulnerability 

management and protection against attacks; IS auditing and 

monitoring, and others.  

Then the IS pattern ( R  ) will be the placement of the elements 

of EC  with repetitions: ,...,1 ijii ccr =

  −== Eijiij Ccwjqic ,,1,,1,  a separate IS event for −i  the IS 

pattern; −q  the power; R iw  the power of the placement of ir  . 

Or, in other words, iw  is the set of events in a pattern of IS UIES. 

We believe that user behavior patterns Can be based on DF 

analysis, i.e., analysis that provides insight into how users 

interact with the UIES.  

Each IS event in an UIES Can be described as a non-empty set 

of attributesU  (e.g., failed UIES login attempts; unusual 

account activity; abnormal traffic; failure of UIES services or 

applications, and others). Accordingly, such a non-empty set, or 

set of IS event attributes, will be inherent to an object of the set

E  . We assume that all objects in E  and attributes in S  are 

different.  
Note that the attribute sets of IS event attributes of an UIES 

may vary depending on the context and system specifics, but 
several common attributes can be characteristic of most 

recorded IS events in an UIES: timestamps (time and date when 
the IS event occurred); event source (user, application, device, 

etc.); event type (e.g., login attempt, configuration change, etc.); 
importance level; event outcome; and additional attributes. 
Most of these attributes can be established based on the analysis 
of user DFs in the UIES.  

Sequential analysis in information security is aimed at 
identifying regularities and patterns in the sequences of events 
occurring in the UIES. The method of searching for patterns in 
sequences of IS events in the UIES can be used to analyze and 
predict possible future IS events based on past actions of the 
UIES user. That is, in fact, the DFs associated with 

cybersecurity (or dangerous) patterns of user behavior in the 
UIES are analyzed. The main essence of the method is as 
follows: 

Step 1: Obtaining data. First, it is necessary to collect data on 
IS events, including DF-based data. This data may include audit 
logs, system logs, access data, and other information resources. 

Step 2: Representation as sequences. The IS event data is 
converted into sequences (e.g., as associative rules), where each 
IS event is represented as an element of a sequence of user 
behavioral patterns. For example, if login attempts are analyzed, 
each user login attempt will be a separate element of the 
sequence. 

Step 3: Extracting patterns and regularities. Next, sequence 
analysis techniques are applied to identify frequently occurring 
patterns of cybersecurity (cyber risk) user behavior in the UIES, 
sequences of events or combinations of events. This can be done 
using various algorithms such as sequence mining or frequent 
subsequence mining algorithms. 

Step 4: Build a model and predict patterns of user behavior in 
the UIES. Based on the identified patterns, models can be used 
to predict future events or detect abnormal patterns of 
cybersecurity (cyber risk) user behavior in the UIES. 

Step 5: Evaluation and optimization. The method of finding 
patterns in IS event sequences requires continuous evaluation 

and optimization of models, as user behavior and UIES can 
change over time. 

Within the framework of this work, we note that the goal of 
sequential analysis of users' digital footprints in an UIES is to 
obtain frequently occurring subsequences of classes of 
information security events in a given session S  of a user. 

Therefore, based on [19, 23], we propose an augmented model 
for searching for patterns of cyber-secure (cyber-dangerous) 
behavior of users in the UIES during a session. 

Suppose that
s
p


  is the value of the membership function −i  

of a pattern's associative feature ( R  ). This value Can be 

calculated as the number of non-overlapping ordered 

occurrences of P  in a single session s   .  I.e. −S  is the set of 

all saved user sessions in the UIES (after filtering and 

classification according to the criteria of cyber-secure (cyber-

dangerous) behavior). Then  ''
1,..., mssS =  where

  −= mis ,1,'
1  is a separate session;m  is the capacity of S  .  

According to [19, 23] associative rules in data analysis are 

generalized statements about associations between different 

elements of the data set. Then, the associative rule ),( YXA =  

on the set of IS UIES IS features we will assume dependencies 

characterizing the functions: )sup( YX   - support,

)( YXconf   - trustworthiness.  When analyzing the DF of 

users in UIES, associative rules can be applied by IS analysts to  
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identify patterns and relationships between different IS actions 

or events. Support ( )sup( YX   ) in associative rules 

determines how often a set of items (or IS events) appear 

together in a common data set. It is measured as the frequency 

of occurrence of that set in the common data. The greater the 

support, the more important this set is for associative rule 

generation. Correspondingly, Confidence ( )( YXconf   ) will 

show how often a rule is true when the first set of elements is 

encountered, i.e. Confidence is defined as the probability of the 

second set appearing given that the first set is encountered. In 

Table II, we provide some examples of such associative rules 

characterizing cyber risky and cyber insecure user behavior in 

UIES. 

TABLE II  

EXAMPLES OF ASSOCIATIVE RULES CHARACTERIZING CYBER RISKY AND 

CYBER INSECURE BEHAVIOR OF USERS IN UIES 
An example of associative rules 

for cyber risk behavior: 

An example of associative 

rules for cybersecurity 

behavior: 

Pattern: A user often opens 

email attachments from 

unknown sources in the UIES. 

Associative rule: If a user opens 

attachments from unknown 

senders in the UIES, they may 

be putting the system at risk. 

Support ( )sup  : 70% 

Credibility ( )conf  : 80% 

Pattern: The user always 

terminates the session and logs 

out of the UIES when finished. 

Associative rule: If the user 

has completed work, the user 

ends the session and logs out. 

Support ( )sup  : 80% 

Credibility ( )conf  : 90% 

Pattern: User ignores warnings 

about dangerous actions in the 

UIES. 

Associative rule: If a user 

ignores warnings, there is an 

increased risk of unsafe 

behavior. 

Support ( )sup  : 65% 

Credibility ( )conf  : 75% 

Pattern: The user always 

authenticates to the UIES 

before accessing sensitive 

data. 

Associative rule: If a user 

accesses sensitive data, the 

user is authenticated. 

Support ( )sup  : 75% 

Reliability ( )conf  : 85% 

 

Applying these concepts to the IS (IS) patterns of an UIES 

would involve analyzing sequences of user actions. For 

example, detecting patterns of typical secure login to an UIES 

or sequences of actions that indicate anomalous user activity. 

Using )sup( YX   and )( YXconf   , the most relevant IS 

patterns can be picked out and potential threats in the UIES can 

be identified. The support and validity of ),( YXA =  builds on 

the support of the multiple attributes of U  , discussed above. 

The task associated with finding consistent patterns of cyber-

secure (cyber-threatening) user behavior in the UIES is to detect 

the maximum sequences that have support above a given 

threshold for sup  and conf  . In order to classify IS events it is 

necessary to calculate the validity of the rule, i.e. 

( ).max)( ECEfYXconf →=  

In the context of IS UIES IS, the IS event pattern length and 

session length are important to us. These parameters can be 
important for access control, authentication, and IS provisioning  
 

of an UIES. Short sessions can improve security because they 
reduce the time in which an attacker can capture credentials or 
gain access to the system, while long sessions can be convenient 
for users but can create vulnerabilities. Determining the length 

of an IS event pattern is also important for effective IS 
monitoring of an UIES. This parameter can help an IS incident 
detection and intrusion prevention system (IDS/IPS) recognize 
and respond to certain scenarios or anomalies in the UIES based 
on known behavior patterns or characteristics of certain events. 

Let us represent )sup( YX   through the number of 

occurrences of patterns ( r ) in a single session s   -
s
p


  , i.e.: 

 
( )




=



 s

p

s
ps

p d

z



 0,  (1) 

where −z  is the length of the IS event pattern in the UIES;

−d  is the length of the user session in the UIES. 

Note that the length of an IS event pattern in an UIES is 

usually determined by the number of characters, bytes, or bits 

that represent the event itself or a piece of security-related 

information in the UIES. This can be a set of defined 

parameters, a sequence of events, or specific data monitored or 

logged in a security monitoring system, e.g., using IDS/IPS - 

Splunk, Suricata, or others). Accordingly, the length of the 

user's session in the UIES (the length of an UIES session is 

generally defined as the period of time that a user remains 

connected or active in the UIES and may be measured, for 

example, in minutes or hours, or in actions, such as the number 

of requests to the UIES or user activity). 

The number of sessions of a particular UIES user during, for 

example, a calendar year or an individual semester may be 

different. Accordingly, there is a need to aggregate the support 

value [23]. The value characterizing the total support for a user's 

cyber risk behavior pattern in an UIES can be calculated as 

follows: 

 
( )






































 
=



=


  S

p

m

i

i

i

s
ps

p n
d

d

z





1

 ℝ 1 , (2) 

where −n  is the total number of user sessions in the UIES 

during, for example, a semester or academic year (after 

classification and filtering). 

Dependencies (1) and (2) allow determining the value of 

support for different sequential patterns of cyberthreat 

(cybersecurity) behavior of users in the UIES. This will allow 

describing the support value as a share of the content of a pattern 

of cyber-secure (cyber-dangerous) user behavior in the UIES 

during a session. 

V. THE EXPERIMENT 

The raw data for the analysis of DFs related to cybersecurity 

patterns of user behavior in UIES were taken from 3 different 

information and education systems of three universities in two 

countries. These learning management system (LMS)) are: 

Moodle - National University of Bioresources and Nature 

Management of Ukraine (Ukraine), see Fig. 1 a); LMS Canvas 

- Esenov University (Kazakhstan), see Fig. 1 b); Microsoft 

Teams - State Trade and Economic University (Ukraine), see 

Fig. 1 c). 
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a) LMS Moodle Log Viewer Page 

 

 

b) LMS Canvas log view page 
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c) c) Page of viewing logs in Microsoft Teams 

 

Fig. 1. Log view pages for different UIESs 

 

To analyze the DF, a script was developed in the algorithmic 

language Pytnon, which allowed us to practically test the 

proposed model. Below is the structure of the pattern that 

describes cyberthreatening actions of a user in the UIES. 

 
class CyberSecurityPattern: 

    def __init__(self): 

        self.user_actions = [] 

    def track_user_action(self, action): 

        self.user_actions.append(action) 

    def analyze_digital_footprint(self): 

        # Here we Can implement the analysis  

        # of digital traces of an UIES user 

        #, For example, checking typical actions,  

        # of UIES resource utilization templates and others 

        pass 

# Example of use  

cyber_pattern = CyberSecurityPattern() 

cyber_pattern.track_user_action("login_attempt") 

cyber_pattern.track_user_action("file_download") 

cyber_pattern.track_user_action("data_transfer") 

cyber_pattern.analyze_digital_footprint() 

 

The above code creates a CyberSecurityPattern class that 

allows tracking user actions in the UIES and analyzing their 

digital footprints. As part of the research, various cyber risk 

(cybersecurity) patterns were tested by adding specific functions 

to analyze user actions in the UIES. 

Then the scheme of obtaining and analyzing patterns of cyber-

secure (cyber-dangerous) user behavior in the UIES based on 

the analysis of their digital traces will look like this, see Fig. 2. 

Given that user behavior is represented by sequences of 

actions, the sequential analysis method allows the system to 

efficiently process categorical data associated with sequential 

patterns of UIES user actions. Analyzing sequential patterns 

allows the system to identify more complex threats that may be 

hidden in chains of actions, not just individual events. 

Conceptually, the Pytnon code for analyzing logs (digital traces) 

describing patterns of cyberthreat behavior of users in an UIES 

would look like this: 

 
#There is a log file in CSV or text format, where each line represents 

a log entry 

# Example string: timestamp, user_id, action_type, 

resource_accessed 

 

# Loading the log file 

def load_logs(file_path): 

    logs = [] 

    with open(file_path, 'r') as file: 

        for line in file: 

            # Splitting the log line into separate fields (may need to be 

adapted depending on the format) 

            log_entry = line.strip().split(',') 

            logs.append(log_entry) 

    return logs 
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# Example of log analysis to identify resource access patterns 

def analyze_logs(logs): 

    user_actions = {} # Dictionary for storing user actions 

    for logs in logs: 

        timestamp, user_id, action_type, resource_accessed = log 

        # Check if a record exists for this user 

        if user_id not in user_actions: 

            user_actions[user_id] = [] 

        # Adding an action to a user record 

        user_actions[user_id].append({'timestamp': timestamp, 

'action_type': action_type, 'resource': resource_accessed}) 

    return user_actions 

 

# Example of use 

log_file_path = 'path_to_log_file.log' 

logs = load_logs(log_file_path) 

user_actions = analyze_logs(logs) 

 

# Example of outputting user access patterns 

for user_id, actions in user_actions.items(): 

    print(f "User {user_id}:") 

    for action in actions: 

        print(f "Timestamp: {action['timestamp']}, Action: 

{action['action_type']}, Resource: {action['resource']}") 

 

 

 

Conversion of source logs 

(digital user traces) Pattern analysis

Logs from external IDS/

IPS (e.g. Splunk, 

Suricata, etc. - *.log; 

*.csv)

Database format for IS-

related events in the UIES
Pattern search algorithms  

List of patterns  

Filtered patterns

Creation (or utilization) of a database of IS-

related events in UIES

 
Fig. 2. Scheme for obtaining and analyzing patterns of cybersecurity (cyber risk) user behavior in UIES based on the analysis of their digital traces 

The above code shows the steps for loading logs from a file, 

analyzing user actions in the UIES, and outputting resource 

access patterns. In reality, the algorithms for analyzing and 

processing data may be more complex and depend on the 

specific goals of the UIES security analysis. 

To test the model, patterns of cyber-dangerous and cyber-

secure behavior of users in the system were generated, see 

Table 3. In total, more than 200 patterns were generated.  

TABLE III  
EXAMPLES OF LOGS (DIGITAL TRACES) FOR PATTERNS CHARACTERIZING 

CYBER RISK AND CYBERSECURITY BEHAVIOR OF USERS IN UIES 

Cyber Risk Behavior Cybersecurity behavior 

[Date and Time]: 2024-01-06 

11:45:32 

[Event]: Attempted to 

download a file containing a 

virus 

[User]: User_Name_2 

[Action]: Click on a malicious 

link 

[Description]: Identify 

suspicious email, refuse to 

enter personal information. 

[Date and Time]: 2024-01-06 

10:15:23 

[Event]: Successful authentication 

[User]: User_Name 

[Action]: Successful login to the 

university system 

[Description]: Enter correct 

credentials. Multi-factor 

authentication. 

 

The experiments evaluated the maximum sets for which the 

support of  ( ) minsupp,...,sup 1 nrr  was computed and for 

 

EC  the classification of items based on the rule

 ( ) minsupp,,...,sup 1 En Crr  [24] is performed. A series of 

tests for cyber risk behavior patterns of users based on the 

analysis of their DFs were performed for different values of the 

support level factor 1minsupp01,0   . The results are shown 

in Figure 3, which shows the maximum pattern extraction time

( )sec,t  as a function of the support level value ( )% minsupp,  . 

 

 
Fig. 3. Extraction time of maximum ( )sec,t  patterns depending on the 

support level value ( )% minsupp,  
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Fixing the time of extracting maximum patterns from support 

level values was performed using the time library. Below is a 

small code fragment for measuring the time of 

extract_max_patterns function execution for different support 

levels.  

 
import time 
from itertools import combinations 

 
# Function to extract the maximum patterns 

def extract_max_patterns(data, support_level): 

    patterns = [] 
    for i in range(len(data)): 

        for j in range(i + 1, len(data)): 

            pattern = data[i:j+1] 
            # Checking for pattern support 

            support = sum(1 for seq in data if all(item in seq for item in pattern)) 

            if support >= support_level and all(p not in pattern for p in patterns): 
                patterns.append(pattern) 

    return patterns 

 
# Generating data for testing 

data = [....] 

# Support level values for testing 
support_levels = [...] 

 

# Measuring pattern retrieval time for different support levels 
for level in support_levels: 

    start_time = time.time() 

    patterns = extract_max_patterns(data, level) 
    end_time = time.time() 

    print(f "Support level: {level}, Execution time: {end_time - start_time} 

seconds") 

 

The database of patterns characterizing cyber risk and 

cybersecurity behavior of users in UIES is still in the stage of 

formation, so the best value of the length of the generated 

sequential patterns has not been experimentally investigated yet. 

VI. DISCUSSION OF THE RESULTS OF EXPERIMENTAL STUDIES 

As shown in Figure 3, the best results were obtained for 

minsupp = 0,02. However, at this stage of the study, we did not 
compare the proposed approach with other methods, such as 
those outlined in [19, 20, 21, 23], which also identify maximum 
patterns with a minimum support value. Improving the 
efficiency of the search for maximal consistent patterns allows 
for faster detection of user behavior characteristics. 

Optimization of search algorithms, as shown in [19, 20, 21, 23] 
will reduce the reduction of processing time, which is important 
for rapid response to potential security threats to the UIES. 
Reducing the support level leads to an increase in the number of 
patterns, as a lower threshold is set for including sequences in 
the analysis results. This corresponds to the task of finding 

sequential patterns with support above a given threshold: when 
this threshold is lowered, sequences that may have been 
previously excluded due to insufficient support appear in the 
results. However, it is important to consider the balance between 
the number of patterns retrieved and their relevance for 
detecting UIES IS threats. Improving the efficiency of the 

search should be accompanied by an analysis of the retrieved 
patterns for their relevance and potential threat to the UIES IS. 

The proposed model still requires more detailed program 

development. At this stage, the goal was to confirm or deny the 

performance of this approach in general for the analysis of 

digital traces associated with cybersecurity patterns of behavior 

of users of university information and education systems. As the 

preliminary results have shown, this approach will allow us to 

work effectively with categorical input information in the 

course of extracting associative dependencies related to cyber-

secure or cyber-dangerous behavior of UIES users, and, 

accordingly, to make more rational decisions to ensure the IS 

and CS of UIES at lower time costs. Another promising area of 

research seems to us to combine DF analysis methods with the 

concept of using a digital twin in the field of education, which 

will allow us not only to more accurately and quickly identify 

threats to the IS UIES, but also to create a learning environment 

that is optimized from the point of view of IS and quality of 

education. However, this direction requires separate research. 

CONCLUSION 

The study found that the method of obtaining maximum 
sequential patterns of cybersecure user behavior based on 
sequential analysis of digital footprint (DF) has many 
advantages in ensuring information security (IS) of the 

university information and education system (IES). In 
particular, the use of the approach proposed in this paper based 
on the method of obtaining maximum sequential patterns of 
cybersecurity user behavior based on sequential analysis of DF 
allows to detect anomalous user behavior. And this can indicate 
potential threats to the IS of UIES. It is also shown that 

sequential DF analysis will allow the system to detect new or 
previously unknown IS threats, as the UIES and its security 
loops can quickly adapt to changes in user behavior patterns. It 
is shown that by examining consistent patterns of cyber threat 
user behavior, typical system usage scenarios can be identified, 
facilitating the identification of normal user behavior from 

abnormal behavior. Sequential pattern data can further be used 
to improve machine learning models, which will enable the IS 
UIES system to become more accurate in detecting threats and 
taking preventive IS measures. Thus, the use of the DF 
sequential analysis method will improve the ability of the IS 
UIES system to detect and respond to IS threats on time, as well 

as allow for more efficient processing and analysis of 
categorical data on user actions in the UIES. 
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