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Abstract. Recently, structural adhesives have become significant in the shaping of structural elements, especially in thin-walled 
structures, where they replace or supplement traditional connection methods. However, adhesive-bonded joints are highly 
susceptible to internal structural imperfections due to their application technique and the nature of the adhesive. These material 
inconsistencies impact the strength parameters and the mechanical behavior of the entire connection. This study proposes 
a simplified method for the probabilistic numerical modeling of structural imperfections in an adhesive layer. The adhesive 
is modeled as an uncorrelated random field with weakened elements representing structural imperfections randomly scattered 
throughout its entire volume. The percentage of these imperfections (in relation to the total volume) is adopted a random variable. 
By conducting experimental tests on dogbone specimens of a selected adhesive and comparing them to adequate numerical tests 
with varying volumes of weakened elements, the determination of the representative imperfection volume of the investigated 
adhesive was possible. Based on these tests, the calibration of the probability density function to describe the volume of the 
imperfections may be performed. Furthermore, the application of the random model for an adhesive-bonded single lap-joint 
is shown to be viable. Finally, the calculation of a probability-based mechanical response (in this case, the normal force at critical 
elongation) of the single lap-joint with structural imperfections is performed, and its resultant reliability is assessed and evaluated. 
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SYMBOLS AND ABBREVIATIONS 

(p) – reliability index of the single lap joint, given a random 
level of adhesive imperfections p 
δ3f – effective plastic displacement at failure of the adhesive 
3f – strain at plastic fracture of the adhesive 
3u – strain at rupture of the adhesive 
lim – relative limit strain of the single lap joint  
 – scale factor of a two-parameter Weibull distribution 
i – mean value of a given result; i=Fexp, Fnum,p, p  
νi – Poisson’s ratio: i=1, 2 for adherends, i=3 for adhesive 
σi – standard deviation of a given result; i=Fexp, Fnum,p, p  
σtriax – stress triaxiality parameter 
b – width of a single lap joint 
exp – denominator of the experimental test results 
fiu – ultimate strength under axial tension: i=1, 2 for adherends, 
i=3 for adhesive 
fiy – yield strength: i=1, 2 for adherends, i=3 for adhesive 
fX(x)|Wb – two-parameter Weibull distribution PDF 
k – shape factor of a two-parameter Weibull distribution 
l – length of a single lap joint 
mi – mode of a given result; i=Fexp, Fnum,p, p  

num – denominator of the numerical test results 
p – random variable representing the level (percentage) 
of adhesive imperfections 
pmin, pmax – lower and upper bounds of the generated levels 
of imperfections 
r – correlation coefficient 
si – scatter of a given result; i=Fexp, Fnum,p, p  
ti – thickness of a given layer in the single lap joint: i=1, 2 for 
adherends, i=3 for adhesive 
u=ux – horizontal displacement of the single lap joint 
uh=uhx – relative horizontal displacement of the single lap joint 
vi – coefficient of variation of a given result; i=Fexp, Fnum,p, p  
xi – random field data points 
Ajoint – cross-sectional area of the adhesive layer in the joint 
Ei – Young’s modulus: i=1, 2 for adherends, i=3 for adhesive 
F – rupture force (for the adhesive specimen) or ultimate tensile 
force (for the adhesive-bonded single lap joint) 
Fexp – experimental test result of the rupture tensile force 
Fid – rupture tensile force for the adhesive free of imperfections 
Fnum,min, Fnum,max – lower and upper bounds of the numerical test 
results of the rupture tensile force 
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Fnum,p – numerical test result of the rupture tensile force of an 
adhesive specimen with an imperfection level of p 
F(p) – linear approximation function of the relationship 
between the imperfection level p and the axial tensile force F 
FORM – First Order Reliability Method 
LSF – limit state function 
Nperm – permissible value of the tensile force in the joint with 
adhesive imperfections 
PDF – probability density function 
R2 – determination coefficient 
U(0,1) – standard uniform distribution 
Vi – variance of a given result; i=Fexp, Fnum,p, p  
Vimp – total volume of structural imperfections present within 
the entire adhesive domain 
Vtot – total volume of the adhesive 
X(xi) – uncorrelated one-dimensional random field 
 
1. INTRODUCTION 

The concept of using adhesively bonded connections instead of 
traditional methods like screws or welding, and forming 
thin-walled metal structural members (such as beams and 
columns) by joining two or more cold-rolled steel channels with 
structural adhesives, remains an innovative idea, particularly 
in civil engineering [1].  
Adhesive-bonded joints of thin-walled members may, in some 
cases, be advantageous over traditional connections in various 
technological areas. For example, the connection region does 
not need to be weakened by screw holes or residual welding 
stresses, the method of making the connections is relatively 
easy, and the overall geometry of the joint is simpler. However, 
primarily due to the nature of the adhesive and the challenges 
related to proper manufacturing and application of the adhesive 
to the adherends, the internal structure of the adhesive may 
become non-uniform and heterogeneous, to a certain, 
unneglectable extent. Microscopic views displaying overall 
internal structural imperfections of an adhesive material and 
layer are shown in Fig. 1. 
As indicated in Fig. 1, several structural imperfections 
(heterogeneities), such as pores (bubbles of air) are clearly 
visible. In some cases, there might be also foreign inclusions, 
particle pollution, delamination, phase separations, and other 
imperfections. These heterogeneities are unintentionally 
formed in the adhesive layer during mixing, setting, thermal 
cycling, shrinkage processes, curing, etc., or are directly 
induced by human errors [2].  
The occurrence of the abovementioned imperfections 
introduces severe uncertainties regarding material strength 
properties and parameters, which subsequently produce 
significant variability in all types of possible structural 
mechanical responses of adhesive-bonded connections. 
Examples of such response include load-bearing capacity, 
long-term durability, susceptibility to fatigue, behavior in low 
and high temperatures, creep initiation time, critical elongation 
and overall performance (e.g. in terms of serviceability) of the 
adhesive-bonded joint [3, 4, 5]. Moreover, the contribution of 
a given type of uncertainty to the final joint response variability 
should be considered individually in a specific test environment 

(an in-depth uncertainty quantification is strongly advised), 
as the overall variability depends on a number of individual 
factors closely related to a given execution processes of the 
adhesive layer [6]. All these aforementioned remarks are the 
main obstacles severely impeding the utilization of members 
with adhesive-bonded joints and preventing the technology 
from becoming widespread [7]. 
 

 
Thus, before employing adhesive-bonded joints in real 
thin-walled members on an industrial scale, it is necessary to 
perform advanced theoretical and numerical research regarding 
the overall performance of such connections, preferably of 
a probabilistic nature. As finite element analysis (FEA) plays 
a fundamental role in their design, particularly detailed 
numerical modeling of the adhesive layers is of key importance, 
and it should account for the randomness of the entire layer in 
detail. The resultant random FE model of the layer must allow 
the prediction of its performance, specifically in the 
identification of the limit states (such as exceeding permissible 
stresses, cracking, and debonding) of thin-walled structural 
elements assembled with adhesive-based bonds [2, 3, 6]. 
Many approaches to FE modelling of the material accounting 
for the randomness in its internal structure are currently 
developed in the literature, including real-life scale [8], 
meso-scale [9] or micro-scale [10] approaches and applications. 
However, they all require extensive experimental tests or 
sophisticated FE models, which makes the analysis complex 
and time-consuming. 

 

a)   
 

 

b)  

Fig.1. Microscopic views of internal structural imperfections in: 
(a) the fracture surface of an adhesive-cast dogbone specimen, 
(b) a thin adhesive layer spread between two adherends. 
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In another approach, numerous studies in the literature suggest 
adjusting the material parameters for imperfect or weakened 
adhesives by filling the material volume with randomly 
scattered “zero-elements”, representing pores and other cavities 
in the material [6]. It is stated that “zero-elements” should either 
be absent from the FEM mesh, or their respective material 
parameters should be visibly lower than nominal to ensure that 
the mechanical behavior of the imperfect material significantly 
deviates from its original state. 
In line with these remarks, a relatively simple random FE model 
based on spatially uncorrelated heterogeneous random field 
approach is proposed in the paper, derived from the 
observations on the possibility of adequate random modelling 
of a non-homogeneous material [11]. To fit the precise case of 
adhesive bonding, the proposed approach of random 
FE numerical modeling of the adhesive-bonded layer is 
validated and calibrated on straightforward experimental tests 
performed on the structural epoxy adhesive 3M Scotch DP490.  

2. RANDOM FE MODELLING OF THE IMPERFECT 
ADHESIVE MATERIAL 

As discussed in the introduction, the scatter of the data acquired 
from real-life experimental tests on adhesive material 
specimens or adhesive-bonded joints can be directly attributed 
to the dominant influence that structural imperfections exert on 
the variation in the mechanical response of the adhesive. 
Therefore, using an idealized material in finite element 
modeling of adhesives for real engineering structures is not 
appropriate. Instead, an FE model that accounts for the 
imperfect material structure is recommended. 
The paper proposes an alternative, straightforward random 
FE model that is easy to apply to any type of FEM analysis. 
By coupling the random model with experimental results, 
the proposed model is expected to reproduce a real-life 
randomness of a given adhesive. Moreover, the incorporation of 
the random methodology into the FE model is relatively easy 
and does not make the processing of the model overly 
time-consuming or computationally intensive. 
The algorithm can be divided into eight distinct steps. Their 
sequence is proposed below; however, the arrangement of the 
steps may be subject to change depending on the chosen 
approach for a given analysis case. 
The first step of the proposed algorithm involves the 
compilation of the FE model. The model of the adhesive 
specimen is created in the chosen FEA software, determining 
the total number of FE elements representing the adhesive. This 
number should be closely coupled with the dimensions of 
the adhesive volume, employing an element size comparable to 
the dimension of a possible structural imperfection. 
In the second step, a random field is generated. At this stage, 
an uncorrelated non-homogeneous one-dimensional random 
field is created, with the number of data points equal to the 
number of finite elements representing the adhesive in the 
model. For every data point of the field xi, a random, 
non-correlated value is generated from the standard uniform 
distribution X(xi) ~ U(0,1) and assigned to this data point. 
A sample random field generated accordingly, with 101 data 
points, is shown in Fig. 2. 

 
In the third step, the imperfection level denominator, p, 
is assumed. The value of p(0,1) governs the relationship 
between the total volume of structural imperfections present 
within the entire adhesive domain (Vimp) and the total volume of 
the adhesive (Vtot). It is defined such that p=Vimp/Vtot. The 
p parameter is represented by a random variable described with 
a two-parameter non-symmetrical Weibull distribution, often 
used in similar investigations on imperfect materials [11], with 
a probability density function (PDF) fX(x)|Wb given by Eq. (1): 

 𝑝 = 𝑓௑(𝑥)|ௐ௕ =                                                 

                  = (𝑘/) 𝑒ି(௫/)ೖ
(𝑥/)(௞ିଵ)  (for  𝑥 > 0) 

where k denotes the shape and  – the scale factors of the PDF. 
In the fourth step one converts the generated random field into 
a two-point scalar field based on the p value. This means that 
the (1p)100% of random field data points with the highest 
numerical values are elevated to a unit (1), while the remaining 
p100% of data points have their values reduced to zero (0). 
This conversion is shown in Fig. 2b. 
The fifth step is to compile two different FE material models. 
First, compile a model, later designated as “nominal,” which 
represents the default material used in the model of the “ideal” 
specimen. This model denotes an isotropic material with no 
imperfections. Then, compile the second material, later 
designated as “imperfect”, to reflect possible structural 
imperfections. It should be noted, that if the FEA software 
allows, a “zero material” can be used for the “imperfect” 
material, causing the finite elements governed by this model to 
disappear. Otherwise, a “weakened” material may be used, with 
relevant parameters derived directly from the “nominal” 
material through simple mathematical scaling. The finite 
elements labeled with random field nodal values of 1 are 
described by the “nominal” material, while the remaining 
elements labeled with zero are described as the “imperfect” 
or “weakened” material. 

a)  
 

b)  

Fig.2. An exemplary 101-data point non-homogeneous uncorrelated 
one-dimensional random field: (a) output generation, (b) conversion 
to zero-unit two-point scalar field. 
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In the sixth step, in order to calibrate the key parameters of the 
Weibull distribution in Eq. (1), a selected number of trial tests 
on imperfect FE models, referred to as “confidence intervals” is 
conducted. In these tests, the p values may be adopted a priori, 
independent of the Weibull PDF, as long as they accurately 
reflect the behavior of the FE model of the adhesive specimen 
at specific levels of structural imperfections. For each adopted 
trial p value, a sufficiently large number of different FE model 
simulations should be performed to accurately determine the 
statistical parameters of the model response within the given 
interval. The changes in the statistical parameters in between 
given imperfection levels may be approximated (e.g. linearly). 
In the seventh step, one conducts real-life calibration tests on 
given specimens. If needed (e.g. for the determination or 
verification of basic material and strength parameters), the 
experimental phase may be conducted at the start of the 
analysis. Using the experimental results, their statistical 
parameters are directly compared with the statistical parameters 
of the FE model trial calculations. Based on the comparison, the 
key parameters of the Weibull distribution are estimated. This 
ensures that the p value, when ultimately randomly generated 
from the distribution, independent of the “confidence intervals”, 
will accurately reflect the real-life variability of the investigated 
structural response (e.g. stress levels or total elongation at given 
tensile force value, rupture force, total elongation at failure) 
exhibited by the experimentally tested adhesive. 
In the final, eight step, one transfers the p random variable to FE 
analysis of real-life joints or elements. As a result, the generated 
FEM model, based on a simply defined adhesive layer, precisely 
reflects the adhesive, including specified random imperfections 
unique to the adhesive used. Thus, the randomized FE model is 
bound to produce trustworthy structural response parameters 
with possible and reasonable scatter. 
The proposed algorithm has been applied to 3M Scotch DP490 
epoxy adhesive. The key results and observations from 
preliminary tests on dogbone specimens were used to assess the 
operational reliability of an adhesive-bonded single lap-joint. 

3. THE COMPILATION AND THE EXPERIMENTAL 
CALIBRATION OF THE RANDOM FE MODEL 
OF A DOGBONE SPECIMEN CAST FROM 
THE 3M SCOTCH DP490 ADHESIVE 

3.1. Description of the dogbone specimen used in the 
analysis. 

As mentioned earlier, the 3M Scotch DP490 adhesive was 
chosen for the analysis. The selected adhesive was taken into 
consideration in the form of cast dogbone specimens. The 
dimensions of a single dogbone specimen are shown in Fig. 3a. 
First, the specimens were fabricated using the given epoxy 
adhesive for experimental tests (as shown in Fig. 3b), in order 
to assess relevant strength and material parameters in a series of 
tests described in Subsection 3.2.  
Furthermore, the investigated dogbone samples were 
numerically modelled in the ABAQUS FEA commercial 
software (the visualization of the FE model is presented in 
Fig. 3c), with the details of the FE modelling collected and 
adequately explained in Subsection 3.3. 

3.2. Experimental verification of the “nominal” material 
parameters of the adhesive. 

A decision was made by the Authors to begin the analysis with 
a series of experimental studies conducted over a population of 
25 dogbone specimens meeting the description in Fig. 3a in 
order to verify the values of key material and strength 
parameters of the 3M Scotch DP490 epoxy adhesive.  
Uniaxial tensile tests were conducted at a constant displacement 
rate of 0.1 mm/min. The tensile force was measured by a load 
cell, and sample elongation by an optical extensometer. 
Engineering strain was calculated as the ratio of elongation to 
the initial gauge length, and engineering stress as the ratio of 
applied force to the initial cross-sectional area.  
In result, selected stress-strain curves for the experimentally 
analyzed real-life specimens subjected to uniaxial tension test 
until rupture are given in Fig 4. Young's modulus was 
calculated from the initial linear portion of each curve, up to 
0.01 strain. Moreover, a numerically-fitted experimental test 
average is shown in Fig. 4 along with a lower envelope of the 
experimental stress-strain curves, as this envelope was used to 
determine the experimental material parameters, subsequently 
labeled as “nominal”. 

a)  

b)      

c)      

Fig.3. The analyzed dogbone specimen cast from the 3M Scotch 
DP490 adhesive: (a) specimen dimensions, (b) photograph of a 
real-life specimen (c) visualization of the numerical FE model of the 
specimen compiled in ABAQUS FEA commercial software. 

Fig.4. Selected stress-strain curves for the experimentally analyzed 
real-life samples, a numerically-fitted experimental test average and 
lower envelope. 
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Based on the lower envelope of the experimental tests the 
following values were assessed as “nominal”: Young’s modulus 
E3=1,560 MPa; ultimate strength under axial tension, 
f3u=38 MPa; yield strength, f3y=28.5 MPa; and strain at rupture, 
3u=0.04. The Poisson’s ratio 3=0.38 was obtained from the 
literature [12]. The detailed statistical analysis of the 
experimental test results is provided in Table 1. 

TABLE 1. Experimental test results 

 Rupture 

force [N] 

Rupture stress 

[MPa] 

Young’s 

modulus [MPa] 

Minimal  620.3 38.2 1,559 

Maximal 696.4 44.7 1,647 

Mean 662.8 42.0 1,613 

Median 667.7 43.2 1,620 

Scatter 76.1 6.5 88.0 

St. dev. 31.9 2.6 33.4 

3.3. Compilation of the numerical FE model of the 
dogbone test specimen. 

In the subsequent step of the analysis, for the purpose of the 
introduction of the random FE model of the adhesive, 
a computational numerical model of the “ideal” specimen was 
first compiled in the ABAQUS FEA commercial software.  
The 3D dogbone specimen FE model was defined with a total 
of 13,216 C3D8R finite elements (three-dimensional, 8-node 
hexahedral elements with reduced integration and hourglass 
control). The approximate element size was 0.5 mm.  
A “nominal” material model was assumed throughout the entire 
specimen, with the adoption of the experimentally derived 
parameters. The “nominal” stress-strain curve was obtained 
using the Ramberg-Osgood law for the data from the lower 
envelope of experimental tests. The material model was defined 
in ABAQUS FEA software as linear elastic until reaching yield 
strength, f3y. The plastic range was defined with von Mises yield 
criterion. Ductile failure initiation was defined with a stress 
triaxiality of σtriax=0.333 MPa, and a strain at plastic fracture 
of 3f=0.05. Linear damage evolution was used, with effective 
plastic displacement at failure equal to δ3f=1 mm. 
It is worth noting that the established material parameters 
remain constant within each individual element domain, 
resulting in a model with 13,216 distinct sets of material 
parameters. In subsequent calculations, this assumption allows 
a single data point of an uncorrelated random field to govern the 
properties of only one element at a time, facilitating a random 
description of the material throughout its entire volume. 
Fixed boundary conditions were applied to both ends of the 
model, except for translation along the specimen’s length at the 
end where the load was applied (see Fig. 5a). The load was 
applied by displacing one end of the sample by 2 mm (as also 
shown in Fig. 5a). A maximum step increment of 0.01 was used 
to minimize convergence problems. As a result, a force of 
Fid=690 N was obtained as the total reaction force at the 
support, reaching its maximum value before the failure 
initiation criterion was met, resulting in a gradual decrease in 
reaction force. This force value was interpreted as the time 
step at which the dogbone specimen would break.  

The key results from the numerical FE model calculations for 
the final time steps of the analysis are shown in Figs. 5b-e, 
both before failure (displacements, maximal logarithmic strain, 
von Mises stresses, see Figs. 5b-d) and after failure (ductile 
damage initiation, see Fig. 5e). 

 

a)  

b)  

c)  

d)  

e)  

Fig.5. The FE model of the ideal dogbone specimen: (a) geometry, 
boundary conditions and load, and the results from the time-steps 
before failure: (b) displacement magnitude [mm], (c) maximal 
principal logarithmic strain [-], (d) von Mises stress [MPa], and after 
failure: (e) ductile damage initiation (1 – criterion met). 
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3.4. Adoption of a “weakened” material to account for 
the possible structural imperfections. 

In the following analysis, it is assumed that the “weakened” 
elements exist, and their respective material parameters values 
are directly derived from the “nominal” values described in 
Subsection 3.2. A simple yet permissible a priori assumption 
was made that the “weakened” values of Young’s modulus and 
ultimate strengths are 10% of their “nominal” counterparts. This 
relationship is illustrated in Fig. 6, which shows the stress-strain 
curves for both the “nominal” and “weakened” materials.  

3.5. Determination of “confidence intervals” – analysis 
of FE models of dogbone specimens with given 
volumes (levels) of imperfections. 

With the “nominal” and “weakened” materials properly 
described and implemented in the FEA software, the 
randomization of the model can be initiated. As discussed in 
Section 2, the compilation of a FE random model devoted to the 
tested adhesive for future real-life applications should start with 
the comparison and calibration of the statistical parameters of 
the FE model trial calculations with the statistical parameters of 
the experiments presented in Subsection 3.2. 
For this preliminary analysis, 25 non-homogeneous 
uncorrelated random fields bound by the uniform distribution 
X(xi) ~ U(0,1) were generated. Each field consisted of 13,216 
data points to match the number of FE elements representing the 
adhesive in the FE model, as noted in Section 2. 
It was decided, that five discrete scenarios involving the 
presence of imperfections would be analyzed. The p values for 
each scenario were assumed to be 0.05, 0.10, 0.15, 0.20, and 
0.25, respectively, resulting in the generation of dogbone 
specimen FE models with 5%, 10%, 15%, 20%, and 25% of 
their respective volumes comprised of randomly distributed 
“weakened” elements, with their material and strength 
parameters replaced by the values discussed in Subsection 3.4. 
For each imperfection volume scenario, an equal number of five 
distinct FE models (labeled as “samples” in probabilistic 
methodology) were generated and analyzed (based on five 
different random fields, converted to zero-unit discrete fields for 
the purpose of the task, as previously noted), thus constituting 
the aforementioned number of 25 random fields generated and 
converted in total. This task was carried out using a proprietary 
algorithm developed in MATLAB commercial software. 

For clarity, Fig. 7 presents a representative numerical sample 
from the set generated for the variant with 25% structural 
imperfections. Figs. 7b-c also illustrates the breakdown of the 
entire sample into “nominal” and “weakened” elements. 
Next, full FEA was conducted for each sample generated in 
every variant with structural imperfections in the FE model. 
Calculations were performed, as already mentioned, for each of 
the 5 calculation variants (each arbitrarily chosen imperfection 
volume level) consisting of 5 randomly generated distributions 
of “weakened” elements, resulting in a determined set of 25 
force-elongation curves for the analyzed samples corresponding 
to the represented variants. The curves are shown in Fig. 8. 

 

Fig.6. Material stress-strain curves for both the “nominal” and 
“weakened” materials used in the FE model compared with lower 
envelope of experimental results. 

a)  

b)   

c)  

Fig.7. An exemplary FE model of the imperfect dogbone specimen, 
assuming 25% of the entire sample volume was randomly 
“weakened” (as indicated by a brighter color): (a) the entirety of the 
sample, (b) elements with “nominal” parameters, (c) elements with 
“weakened” parameters. 

 

Fig.8. Selected force-elongation curves for the analyzed specimens 
corresponding to the represented variant incorporating different 
levels of structural imperfections. 
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Moreover, the rupture force value was obtained using the FEA 
software for each random sample, in the same manner as shown 
in Subsection 3.3. To better visualize the comparison between 
the performance of the “ideal” and the “imperfect” specimen, 
key results similar to those given in Fig. 5 for a perfect specimen 
are presented in Fig. 9 for the FE model calculation of an 
“imperfect” specimen (with 5% “weakened” elements). 

It is worth noting, that the rupture force was chosen as the 
primary structural response of the dogbone specimen due to its 
consistency with the nature of the load. In random terms, the 
rupture force represents the output response random variable.  
For each “confidence interval”, five different rupture force 
values are determined, allowing for the calculation of statistical 
parameters. Consequently, the mean value and standard 
deviation of the random response were computed for each 
variant. These results are presented in Table 2. 

TABLE 2. Probabilistic parameters of the response of FE models  
of the dogbone test specimens with structural imperfections 

Volume (level) 

of structural 

imperfections 

in the FE model 

Rupture force F [N] 

Maximal Minimal 
Mean 

value 

Standard 

deviation 

5% (p=0.05) 653.8 645.6 650.4 3.1 

10% (p=0.10) 619.2 607.2 613.1 4.5 

15% (p=0.15) 582.8 568.5 573.7 5.2 

20% (p=0.20) 542.2 528.9 534.2 4.8 

25% (p=0.25) 509.0 492.0 500.5 6.4 

 
Based on the data presented in Table 2, a noticeable decrease in 
mean rupture force is observed with an increase in the total 
volume of imperfect elements in the entire FE model domain. 
Simultaneously, there is a slight increase in standard deviation. 
Therefore, is it concluded that the mean values of ultimate 
tensile forces from the FE analysis can serve as the basis for 
assessing the volume of material structural imperfections in 
real-life elements, while the standard deviation can help 
anticipate result variability. 

3.6. Adjustment of statistical parameters from 
experimental tests and FEA-derived “confidence 
intervals” to determine the key parameters of the 
Weibull distribution of structural imperfection 
volumes (levels). 

As expected, the FEA-based “confidence intervals” allow for 
the comparison of the mean rupture force value from 
experimentally tested specimens and numerical calculations, 
which is essential for subsequent real-life applications. 
The mean value of experimentally derived rupture forces was 
determined to be Fexp=662.8 N. In parallel, FEM computations 
determined the rupture force to be Fid=690 N for a model 
without any imperfections (p=0), as discussed in Subsection 3.3. 
For a set of models with 5% imperfect elements in the entire 
FEM volume (p=0.05), the mean rupture force was 
Fnum,0.05=650.4 N, as shown in Table 2. A linear interpolation 
on the results was then performed, resulting in a rupture force 
value of Fnum,0.035=662.3 N. This value corresponds to a 
presumed, non-calculated scenario where the entire FEM 
volume comprises approximately 3.5% imperfect elements. 
Consequently, using the “confidence intervals”, the average 
rupture force determined in the experimental test is numerically 
approximated by a set of random samples with an average 
imperfection level of p=0.035. 

a)  

b)  

c)  

d)  

e)  

Fig.9. Results of DBS numerical model with 5% of “weakened” 
elements (example): (a) geometry, boundary conditions and load, 
and the results from the time-steps before failure: (b) displacement 
magnitude [mm], (c) maximal principal logarithmic strain [-], (d) 
von Mises stress [MPa], and after failure: (e) ductile damage 
initiation (1 – criterion met). 
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However, it should be noted that both the scatter (sFexp=76.1 N) 
and the standard deviation (Fexp=31.9 N) of the experimentally 
assessed rupture forces are very high (see Table 1). This 
indicates that with an increase in the number of specimens, 
a relatively low rupture force may be observed, potentially even 
lower than the lower envelope shown in Fig. 4. To account for 
the possibility of such a “faulty” specimen, the 3-sigma rule was 
applied, resulting in a marginal rupture force calculated as  
Fid–3Fexp=577.2 N. In the performed “confidence intervals” 
assessment, this expected rupture force value falls between the 
scenarios for 10% “weakened” elements in the entire adhesive 
volume (Fnum,0.10=613.1 N) and 15% “weakened” elements 
(Fnum,0.15=573.7 N). A linear interpolation between these 
bounds results in a rupture force value of Fnum,0.145=577.6 N, 
corresponding to a presumed, non-calculated scenario where 
imperfections constitute up to 14.5% of the entire adhesive 
volume in some numerical samples. This value, although 
significantly lower than the experimental minimum value of 
620.3 N (see Table 1), is recommended for engineering-safe 
design considerations. 
By determining the mean value of structural imperfection 
volume (p=0.035, representing 3.5% of “weakened” elements 
in the entire FE domain) and the maximum possible 
imperfection volume (p=0.145, representing 14.5% of 
“weakened” elements in the entire FE domain), it is assumed 
that the natural variability of the adhesive can be predicted 
based on the comparison of experimental tests with numerical 
confidence intervals. The key probabilistic parameters of the 
Weibull probability density function (PDF) given in Eq. (1) can 
be proposed to transform the a priori p values from the intervals 
into a continuous random variable governing the natural 
possible volume of the imperfect (“weakened”) material. 
A Weibull PDF with a mean value close to 0.035 is desired, and 
the distribution should allow for the generation of a value of 
0.145 with a marginal (close to zero) probability. A Weibull 
PDF with a shape factor k=2 and scale factor =0.04 meets both 
criteria. It is described by Eq. (2) : 

 𝑝 = 𝑓௑(𝑥) = 1250 𝑒ି଺ଶହ ௫మ
 𝑥  (for  𝑥 > 0)

The calibrated distribution yields the following probabilistic 
moments for the random variable p: mean value p=0.0354491; 
mode mp=0.0282843; standard deviation σp=0.0185301; 
and variance Vp=0.000343363. The Weibull PDF described by 
these values is shown in Fig. 10. 

The probability density function of p presented in Fig. 10 fulfils 
the primary purpose of conducting a random analysis using the 
numerical “confidence intervals”. Based on this function it is 
possible to randomly generate an experimentally determined 
level of internal structure imperfections in the material, 
distributed arbitrarily within the adhesive volume. This enables 
the calculation of FE models that incorporate imperfections at 
such levels and distributions, allowing for the numerical 
estimation of the expected rupture force of a batch of analyzed 
specimens. Subsequently, this approach can be used to assess 
the reliability of a joint assembled with the given adhesive, 
considering the randomly defined material imperfections. 

4. APPLICATION OF THE RANDOM APPROACH TO AN 
ADHESIVE-BONDED SINGLE LAP JOINT 
RELIABILITY ASSESSMENT 

4.1. The scope and aim of the analysis.   

As mentioned in the preceding section, the presented analyses 
can be used to identify the random performance of real-life 
adhesive-bonded joints made with imperfect adhesive material. 
Both the authors’ own analyses and the studies in the available 
literature highlight that variations in the adhesive layer have the 
greatest influence on the joint operation uncertainty. The natural 
variability of basic material parameters in the adhesive layer 
is significantly higher than the uncertainty level regarding the 
adherends [1, 2, 6, 13]. 
Therefore, the main aim of this study is to demonstrate the 
feasibility of using a probabilistic-based FE model that accounts 
for the random nature of the adhesive material in a simple 
adhesive-bonded joint. This approach allows for more realistic 
FE modeling of the joint and helps predict potential structural 
response variability. Furthermore, by applying an appropriate 
limit state, the impact of structural imperfections in the adhesive 
on joint reliability can be estimated. 
Specifically, the paper focuses on analyzing a single-lap joint 
primarily subjected to uniaxial tension. 

4.2. The geometry of the single lap joint specimen.   

A single-lap joint, primarily subjected to uniaxial tension, 
is considered. The joint consists of two aluminum sheets 
bonded together with an adhesive overlay. The layout of the 
joint is shown in Fig. 11. 

The joint has a width of b=25.4 mm and a length of l=25.4 mm. 
The overall length of the connection is chosen individually to 
ensure proper assembly of the specimen in the testing machine 
jaws and to accurately reflect the set boundary conditions. 

 

Fig.10. The optimal Weibull probability density function selected to 
describe the random variable p governing the natural possible 
volume of the imperfect (“weakened”) adhesive material. 

 

Fig.11. The layout of the geometry and material parameters of the 
investigated single-lap adhesive-bonded joint. 
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Both adherend sheets are identical, each with a thickness 
of t1=t2=1.62 mm. They are made of AA-6063-T4 aluminum 
alloy, with the following material parameters: Young’s 
modulus, E1=E2=68.3 GPa; Poisson’s ratio, 1=2=0.34; 
ultimate strength under axial tension, f1u= f2u=160 MPa. These 
parameters are adopted in accordance with EN485-2 and [12]. 
The adhesive used is the same as in the previous analysis: 3M 
Scotch DP490 synthetic epoxy adhesive, characterized by the 
material parameters listed in Subsection 3.2. The thickness of 
the adhesive layer is t3=0.25 mm.  

4.3. The numerical FE model of the adhesive-bonded 
single lap joint.   

A three-dimensional (3D) FE model of the adhesive-bonded 
single lap joint was created using ABAQUS FEA software. 
The entire specimen was modeled with 966,000 C3D8R finite 
elements (three-dimensional, 8-node hexahedral elements with 
reduced integration and hourglass control). The finite elements 
representing the adherends had dimensions of 0.20.20.4 mm, 
while the elements representing the adhesive had dimensions of 
0.050.050.1 mm. This configuration results in a total of 
625,000 elements representing the entire adhesive layer. The 
mesh was refined to balance computational accuracy and time.  
An overview of the analyzed model is shown in Fig. 12, 
including a close-up view of the FE mesh in the domain of the 
adhesive-bonded joint. 
Fixed boundary conditions were applied to both ends of the 
model, except for translation in the direction of the specimen’s 
length at the end where the load was applied as 10 mm 
displacement (Fig. 12a). The load was applied incrementally, 
with a maximum increment of 0.01 in order to minimize 
possible convergence issues. 

The material parameters for the aluminum alloy elements, 
detailed in Subsection 4.2, are assumed constant, while those 
for the adhesive are modeled as either “nominal” or “weakened” 
(see Subsection 3.4). These parameters form an uncorrelated, 
conversed two-point scalar random field, as described in 
Section 2. The material parameters of the adhesive are input as 
centroid values, allowing the adhesive material volume to be 
described with the generated random fields (see Section 2 for 
details).The percentage of “weakened” elements in the entire 
target model domain is randomly generated from the previously 
derived Weibull probability density function given by Eq. (2).  
In the final FEA study of the 3D numerical model, 26 samples 
were generated and computed.  
For all samples, both the global and local mechanical response 
were investigated – the horizontal displacement of the entire 
joint (u=ux) was assumed the primary global response and 
a relative horizontal displacement of the joint edge (uh=uhx) was 
adopted as the primary local response. The results of global and 
local joint response (for horizontal displacements) for selected 
numerical samples are given in Fig. 13. 

One FE model (sample) was assumed to be perfect, devoid of 
“weakened” elements in the entire FE domain of the adhesive, 
with an imperfection percentage p=0.00.  
This “ideal” model determined the nominal tensile forces (F) 
in the “ideal” joint at specific levels of the global and local 
displacements, see Fig. 13a. Moreover, it constituted a reference 
point for subsequent randomly generated samples. 

a)  

b)  

 

Fig.12. The 3D FE model of the adhesive-bonded single lap joint:  
(a) the full geometry with the boundary and loading conditions,  
and (b) a close-up view of the FE mesh of the adhesive. 

a)  

b)  

Fig.13. The mechanical response (horizontal displacements) of the 
adhesive-bonded single joint: (a) the global and (b) the local 
response. The responses of the ideal and imperfect 3D models are 
given for comparative purposes. 
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Selected numerical results for the “ideal” homogeneous variant 
of the single lap joint FE model are presented. The global 
structural response (displacements and stresses) is shown in 
Fig. 14. while a detailed view of the adhesive layer’s local 
response (strains and stresses) is provided in Fig. 15. 

The next 25 samples were randomly generated based on the 
values of the level (percentage) of imperfections (p) derived 
from the properly identified Weibull PDF provided by Eq. (2).  
Please note, that p does not dictate a precise distribution of 
“weakened” elements throughout the volume, as it adheres to 
the nature of an uncorrelated random field. The same value of p 
may produce an entirely different layouts of structural 
imperfections. Nevertheless, 25 FE numerical random samples 
were all generated with unique p values. These values, 
the generated percentages of imperfections (unrelated to prior 
“confidence intervals”) ranged from pmin=0.0006965 (a FE 
model with 436 “weakened” elements) to pmax=0.0812916 (a FE 
model with 50,808 “weakened” elements). 
The local response of an exemplary random FE model, with 
a randomly generated imperfection level value of p=0.0511518 
(including 31,969 “weakened” elements), is shown in Fig. 16. 
For the random samples, not only the local mechanical response 
of the single lap joint was investigated, see Fig. 13b, the global 
response was also examined. However, only the local response, 
as shown in Figs. 16 b-c, served as the basis for the subsequent 
assessment of the probabilistic parameters of the joint's random 
structural response, useful in reliability calculations.  

It should be noted, that in assessing the local response, 
a criterion was introduced: the ultimate tensile force (F) induced 
in the joint is considered to cause a relative horizontal 
displacement of the joint edge equal to the thickness of the 
adhesive layer (uh=uhx=0.25 mm). It is believed that the 
mechanical behavior of the adhesive changes abruptly when its 
edges reach a 45 skewness, constituting a failure scenario.  

a)  

 

b)  

Fig.14. Numerical results for a homogeneous single-lap joint – 
global mechanical response: (a) displacement magnitude [mm] and  
(b) von Mises stress [MPa] 

a)  

 

b)  

Fig.15. Numerical results for a homogeneous single-lap joint – local 
(adhesive layer) mechanical response: (a) maximum principal 
logarithmic strain [-] and (b) von Mises stress [MPa]. 

a)  

b)  

c)  

Fig.16. Numerical example of a non-homogeneous single-lap joint 
adhesive layer (a) distribution of the imperfections in the adhesive 
volume at imperfection level p=0.0511, (b) maximal principal 
logarithmic strain [-], and (c) von Mises stress [MPa]. 
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4.4. Assessment of probabilistic parameters of the local 
structural response of 3D single lap joint FE model.   

Based on the numerical calculations, the tensile forces in the 
adhesive-bonded single lap joint FE model can be summarized. 
The ultimate tensile force (F) for a “nominal” adhesive material 
Fid=12.16 kN, serves as the reference result for the local 
response of the joint. 
The random numerical samples yield tensile forces for the local 
criterion ranging from Fnum,min=11.681 kN to 
Fnum,max=12.158 kN. The mean value of the 25 analyzed 
samples is Fnum=11.977 kN (98.5% of Fid), with a small 
standard deviation of σFnum=0.132 kN (coefficient of variation 
vFnum=σFnum/Fnum =0.011). This suggests that the impact of 
imperfections on the joint’s performance is negligible. 
However, this insight is only valid for the specific type of 
adhesive, joint geometry, and the adopted probabilistic 
modeling of the adhesive layer considered in this study. 
In Fig. 17, the results of numerical tests on joints with random 
material imperfections are shown as data points. Each data point 
represents a Weibull-based random imperfection level (p) and 
the corresponding computed tensile force (F). 

The relationship between the imperfection level (p) and the 
axial tensile force (F) in the local approach, as plotted in Fig. 17 
for specimens from numerical simulations of the random FE 
models, was additionally determined by assuming a linear 
approximation of the obtained data. The approximation yielded 
a determination coefficient R2=0.577 and a correlation 
coefficient r=0.759, which are acceptable values considering 
the very limited data population and significant dispersion. 

4.5. Determination of the limit state function for the 
adhesive-bonded joint.   

Properly designed adhesive-bonded joints primarily experience 
tensile/compressive or shear stresses, ensuring the distribution 
of force across the entire bonding area. However, separating and 
peeling forces may concentrate the load at the edges, potentially 
leading to premature de-bonding.  
To ensure the durability of the adhesive bond, it is important to 
consider the results of numerical tests that show significant 
deformation (skewing) of the adhesive layer (uh=t3= 0.25 mm). 

This deformation makes peeling (measured as force per unit 
length) highly probable. Therefore, the operational reliability of 
the adhesive bond should be evaluated to address this issue. 
Based on calculations presented in Subsection 4.4, as the 
amount of imperfect material in the joint increases, the joint's 
strength decreases linearly. Therefore, a serviceability criterion 
for the joint can be established such that the axial force should 
not fall below a limit value, which would cause the relative 
strain of the entire joint to reach its limit lim=0.01 (25% of total 
strain at rupture, 3u=0.04).  
Using the formula for relative joint elongation, a specific value 
of the permissible value of the tensile force in the imperfect 
joint (Nperm) can be calculated, as shown in Eq (3): 

 𝑁௣௘௥௠ ≤ 𝜀௟௜௠𝐸𝐴௝௢௜௡௧ = 10.06 kN 

If the level of imperfections is sufficiently high to reduce the 
force transmitted by the joint to the value specified in Eq. (3), 
in the scenario where the relative horizontal displacement of the 
joint edge equals the thickness of the adhesive layer 
(uh=uhx=0.25 mm), it indicates that the joint will undergo 
excessive deformation beyond the acceptable tolerance. This 
could lead to de-bonding or peeling, resulting in a loss of 
load-bearing capacity and ultimately causing the failure of the 
adhesive-bonded joint. Therefore, conducting an operational 
reliability assessment using the aforementioned value is 
essential and appropriate. 
By considering the proposed permissible value of the tensile 
force in the imperfect joint, Nperm, given in Eq. (3), the 
established relationship between the mechanical response of the 
joint, and the linear approximation function of the input variable 
F(p), the limit state function (LSF) can be expressed by Eq. (4): 

 𝐿𝑆𝐹 = 𝐹(𝑝) − 𝑁௣௘௥௠  
= −5.3838𝑝 + 12.16 [kN] − 10.06 kN 

                                     = 2.1 − 5.3838𝑝[kN] 

Using the constructed limit state function, given in Eq. (4), 
a reliability analysis of the potential failure of the 
adhesive-bonded joint can be conducted. The calculations were 
performed using the First Order Reliability Method (FORM) 
[14] within the COMREL 9.0 commercial software. This 
method was chosen for its ability to optimally estimate the 
reliability index with a linear limit state function. The Cornell 
technique [15] was subsequently used to assess the value of the 
reliability index for a linear random problem: 
The assessed reliability index of the joint is (p)=13.548. This is 
a very high value that indicates an extremely low probability of 
delamination for the considered bond. This conclusion is based 
on the specific type of adhesive used, the given joint geometry, 
and the probabilistic modeling of the adhesive layer. 

5. CONCLUSIONS 

The presented analysis demonstrates that the mechanical 
response of test adhesive-cast specimens or entire 
adhesive-bonded joints can be accurately simulated using FE 
software. This is achieved by incorporating the imperfect nature 

 

Fig.17. The results from the local response assessment of FE 
models, where the adhesive layer is assumed to be an uncorrelated 
random field, are presented along with a linear approximation of the 
response relationship. 
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of the internal structure of the adhesive through the random FE 
modelling incorporating uncorrelated random fields.  
Key findings of the paper include: 
 Modeling imperfections with random fields is 

appropriate, and the presented FE models incorporate 
varying degrees of adhesive material imperfections, 
represented as uncorrelated random fields converted to 
two-point scalar fields. This conversion enables the 
implementation of the proposed random approach. This 
method of modeling spatial random data on imperfections 
has been successfully used in previous analyses [11] and 
has also been applied to thin-walled structures, 
e.g. in [16, 17]. 

 Correlation between experimental and numerical results 
was established. In the FE analysis of adhesive material 
dogbone specimen, a successful match was observed 
between the structural responses from experimental tests 
and numerical simulations. This correlation, achieved 
through the determination of the so-called “confidence 
intervals” enabled the identification of the mechanical 
response of the adhesive and the estimation of the 
potential percentage of imperfect material in the 
real-life specimen. 

 A justified and appropriately imperfect random material 
model was successfully introduced to represent the entire 
adhesive volume for FE modeling of adhesive-bonded 
joints. This model is based on the probability density 
function of the imperfection level random variable p, 
which governs the volume of imperfect material. The 
values of p were computed and calibrated based on tests 
conducted on real-life adhesive specimens. Consequently, 
a FE model that assumes an appropriate degree of 
adhesive layer weakening was created and analyzed, 
aligning with the real-life quality of joint preparation.  

 A tailored imperfection assessment enabled a detailed 
investigation of the response variation of the entire joint 
and was found crucial for accurately predicting the 
operational reliability of the adhesive-bonded element, 
despite its non-idealized nature. Using simple 
probabilistic tools, future studies can also account for 
de-bonding or peeling failures, allowing for a genuine 
assessment of the probability of such failures. 

Identifying and understanding the uncertain performance of 
adhesive material through random model analysis and 
quantifying the potential variation in the mechanical response 
of the adhesive-bonded joint are crucial. The proposed random 
field-based FE model helps mitigate the risks associated with 
adhesive joint failures.  
This approach enhances the safety and reliability of real-life 
adhesive-bonded structures. 
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