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The degree of ore fragmentation in mining sites is closely related to crushing efficiency, equipment 
safety, beneficiation efficiency, and mining costs. Aiming to address the challenges of high labour intensity 
and low accuracy during manual ore fragmentation measurement at the mine site, this paper proposes 
a method for ore fragmentation recognition based on deep learning. This method not only uses the residual 
neural network structure to form the backbone feature extraction network of CSPDarkNet21 under the 
Darknet framework but also selects the simple two-way fusion feature PANet as the feature extraction 
network under the condition of only needing to identify large ore. PANet is simplified from three feature 
layers to one feature layer, which speeds up model training and prediction. The research results show that 
with a 6% decrease in accuracy, the model training time is reduced by 13 times, and the model running 
efficiency is improved by 21.2 times, significantly shortening the model development time. At the same 
time, CIOU calculates the loss value to make model training more stable. After the ore identification 
is completed, the real size of the ore can be obtained by calculating the pixel area of the prediction frame 
using the ore fragmentation judgement method.
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1.	I ntroduction

The physical and mechanical properties of rocks are significantly influenced by their internal 
structure, especially the presence of joints and fractures [1]. They can be natural or caused by 
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human activities such as mining and blasting. Pre-existing cracks in brittle substances seem to 
be the main cause of their breakage under various loading conditions [2]. Therefore, reasonable 
blasting and rock-cutting techniques can effectively control the fragmentation of rock mass into 
ore blocks, which is also a research focus for scholars in the mining industry [3,4].

The problem of ore fragmentation has always been an important factor restricting mining 
safety, efficiency and cost. The increase in ore fragmentation will cause difficulty in transport-
ing the ore in the concentrator. Similarly, the secondary blasting of ore will cause problems such 
as the burden of ventilation and the decrease of mine transportation efficiency. Eventually, the 
mining cost of ore will rise and the profitability of mining companies will decline, which will 
hinder the safe and efficient development of the mining industry.

Traditional ore fragmentation measurement mainly relies on manual labour, which leads to 
a huge workload of surveying personnel. Moreover, the accuracy and efficiency of manual meas-
urement are not in line with the development trend of the mining industry. With the continuous 
development of visual recognition algorithms, the depth of neural networks is also increasing. 
In many respects, its recognition accuracy can surpass humans, so it is possible to use visual 
recognition technology to solve the problem of ore fragment recognition. At present, semantic 
segmentation is the main method of artificial intelligence recognition of ore fragmentation, such 
as Unet [5], PSPNet [6], RestNet [7] and so on. The operation and training efficiency of these 
algorithms is lower than target recognition algorithms, and the resolution rate is slightly higher.

In recent years, many researchers have achieved great breakthroughs in the improvement 
and innovation of ore identification and segmentation. Among them, Hongdong Wang [12] 
successfully classified the ore under the microscope based on the K-Means method, and the 
recognition accuracy reached 90.44%. Chengzhao Liu [9] established a comprehensive ore 
recognition model based on depth learning, machine learning and other algorithms, which has 
high recognition accuracy. Ye Zhang et al. [10] established a mineral micrographic model based 
on the INCEPTION-V3 network structure and ensured that the final accuracy of the recognition 
model was more than 90%. Sascha T. Ishikawa et al. [11] use an artificial neural network to train 
spectral data and obtain a mineral intelligence classification model, the model recognition ac-
curacy can reach 83%. In the study of Mariusz Młynarczuk et al., polarisation microscopy and 
the K-nearest neighbour algorithm were used to study the 27,000 images of 9 kinds of rocks, and 
the recognition accuracy of the model can reach 99%.

This study is based on convolution under the DarkNet framework, and the residual convo-
lutional neural network is used as the backbone feature extraction network. Under the simple 
two-way fusion feature extraction network, a small-size feature layer is used to predict output 
results. The ore fragmentation recognition method in this study is finally proposed, which is 
called OIR for short. The specific process of the OIR method is shown in Fig. 1.

2.	N etwork Selection

2.1.	N etwork structure

The OIR method is mainly composed of CSPDarkNet21 [13] backbone network, simple 
two-way feature fusion PANet [14] and ore fragmentation judgement structure. Among them, 
as the main feature extraction network of the algorithm, CSPDarkNet21 classifies and locates 
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the image candidate frames. On the other hand, PANet is responsible for the feature fusion and 
judgement of the characteristic layers in OIR, and the ore fragmentation judging structure is finally 
used to judge the ore fragmentation. The specific structure is shown in Fig. 2.

Fig. 2. CSPDarrkNet21 Network structure

a. 

b. 

 

 

Fig. 1. Training and testing process of OIR method
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2.1.1.	Backbone feature extraction network

CSPDarkNet21 is composed of Residual block [15] and DarknetConv2D_BN_Leaky. Among 
them, LeakyRelu [16] was selected as the activation function to speed up the training efficiency. 
After the images pass through the backbone feature extraction network, three size feature layers 
could be output, and then they will be input to PANet for processing and judging features. The 
specific structure is shown in TABLE 1.

Table 1

CSPdarknet21 Network structure parameters

Network structure Type Convolution kernel number Image output size
Input 416×416×3

DarknetConv2D_BN_Leaky Conv 32 416×416×32
Residual block_1 Conv 64 416×416×64

Max pool Step 2 208×208×64
Residual block_2 Conv 128 208×208×128
Residual block_3 Conv 128 208×208×128

Max pool Step 2 104×104×128
Residual block_4 Conv 256 104×104×256
Residual block_5 Conv 256 104×104×256

Max pool Step 2 52×52×256
P3 52×52×256

Residual block_6 Conv 512 52×52×512
Residual block_7 Conv 512 52×52×512

Max pool Step 2 26×26×512
P4 26×26×512

Residual block_8 Conv5 1024 26×26×1024
Max pool Step 2 13×13×1024

P5 13×13×1024

1)	 DarknetConv2D_BN_Leaky convolution
	D arknetConv2D_BN_Leaky is composed of a 2D convolutional layer and a regularisa-

tion layer under the framework of Darknet [16]. The regularisation parameter is 5e-4, 
and LeakyRelu should be used as the activation function of the network. Darknet is 
a neural network framework written in C language and CUDA, which enables Dark-
netConv2D_BN_Leaky to be installed quickly and easily, and GPU computing is also 
feasible.

2)	 Residual block
	 Compared with the initial Residual block [17], the residual block is split by the CSPnet 

structure, the main part of the residual block remains unchanged, and the other part is 
directly connected to the output item after a little processing, finally a large residual 
edge is constituted. Among them, the Residual block structure is mainly composed of 
DarknetConv2D_BN_Leaky and some other small structures.
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2.1.2.	PANet Feature Extraction Network

When extracting features, the high-level feature maps mainly reflect the overall informa-
tion of the objects, while the low-level feature maps mainly reflect the texture information of 
the objects. Compared with FPN [18] (one-way fusion), PANet’s bottom-up path is enhanced. 
At the same time, low-level precise positioning is used to shorten the propagation path of in-
formation. The features of all pyramid layers are used by each proposal, which avoids random 
allocation of proposals, and the fusion of fully connected layers is adopted, which increases the 
source of prediction information.

The backbone feature extraction network generates three-size feature layers which are input 
to the PANet feature extraction network for sampling and fusion. The final predicted position 
is only in the high-level feature layer, that is, the feature layer with the smallest size. The specific 
structure is shown in Fig. 3.

Fig. 3. PANet simple two-way fusion feature network

2.2.	C onstruction of loss function

In the method of this paper, CIOU [19] is used as the loss function of regression optimiza-
tion. Compared with IOU, factors such as the scale, overlap rate, and penalty items of the objects 
and the anchor boxes are considered in CIOU, which makes the regression of the anchor box 
more stable, and the training process is not prone to divergence. The specific CIOU is shown 
in Formula 1.
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Among them, ρ2 (b, bgt) respectively represent the Euclidean distance between the centre points 
of the anchor box and the ground truth box. c represents the diagonal distance of the smallest 
closed area that contains both the anchor box and the ground truth box. IOU is the overlap value 
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Finally, calculate the loss value:
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IOU and CIOU are shown in Fig. 4.

Fig. 4. Schematic diagram of IOU and CIOU

3.	E xperiment

3.1.	D ata collection

IOU and SCORE are used by traditional neural networks models, such as Faster-RCNN 
[20], YOLOV4 and Efficientnet [21] to judge objects. Based on the traditional two judgement 
modules, the ore fragmentation judgement module is added to the algorithm of this paper. Finally, 
the coordinate points and the measuring scale of the obtained anchor boxes are used to determine 
the ore fragmentation.

As we all know, the image sizes of the same object captured by the camera at different 
heights are different. The farther the camera is from the object, the smaller the object will be. 
However, different camera parameters make it impossible to have a uniform ratio to obtain the 
relationship between the area of the image pixel points and the actual object area. Therefore, this 
paper proposes a comparison ruler structure for measuring the ratio before testing. The calculation 
method is shown in Formula 5, and the specific schematic diagram is shown in Fig. 5.
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Among them, Xmax, Xmin, Ymax, and Ymin are the pixel coordinate points at both ends of the ruler. 
The Pythagorean Theorem is used to calculate the distance between the ruler and the pixels in 
the picture. Sr is the length of the actual ruler, and the size of the image input during the neural 
network training process is fixed and scaled in equal proportions. The size of the training picture 
in this algorithm is 416×416, and Smax is the longest side of the actual size of the picture taken 
by the camera. The obtained T is the area of the pixel corresponding to 1 cm2.

Fig. 5. Schematic diagram of reference object

3.2.	D ata set preparation

All experimental samples were randomly sampled from the underground stope and rock 
dump of Yanqianshan iron mine, as shown in Fig. 6. The main recognition part of this article will 
identify the ore, and the feature of the ore is relatively simple. The requirements for the pictures 
in the input data set are low, so grayscale images could be used as the training data set. The data 
set images are made from the video recorded by high-speed cameras, and the definition and blur 
degree are not much different from those taken by normal mobile phone cameras.

1)	The inconsistent light conditions between the pictures collected on site and the pictures 
collected in the laboratory will cause the robustness of recognition to decrease. It will 
have an effect even under grayscale conditions. Therefore, 24 hours of work videos are 
continuously collected in the on-site production environment, and 360 photos are evenly 
selected as the data set in each hour of the video.

2)	The resolution of the collected pictures is 1920×1080, and a total of 3600 pictures are 
selected from the video. After all data pictures are preprocessed, a data set of 7200 pictures 
is obtained. In the end, 85% of all data pictures are used as the training set, 10% as the 
test set, and 5% as the validation set.
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3.3.	M odel training

Transfer learning mode is to apply the trained model to target task learning. Because the 
similarity of shallow weight information can greatly reduce the difficulty of training, limited data 
usage can obtain a good training effect. However, after the model structure has been changed, 
the existing pre-training model is not applicable, so the voc2012 dataset is used for 20epoch pre-
training to obtain the pre-training model of this algorithm. Then, the pre-training model obtained 
is used in the following formal training.

Neural network recognition and ore fragmentation judgement of the OIR method are based 
on Keras in Tensorflow under Python 3.7. In the training process, the network model is trained by 
GPU, and the early stopping is used to control training steps. The ore fragmentation judgement 
structure does not participate in the training.

The training set is used to train the Unet and OIR models, and the training parameters are 
shown in TABLE 2. Batch_size represents the number of input training pictures, epochs repre-
sent the number of training times required for the model, train_size represents the total number 
of training set pictures, and freeze_epoch represents the number of training times after freezing 
the first 50% of the layer.

Both models are controlled by early stopping; after three epochs, the training will be stopped 
if the LOSS value does not decrease or decreases less than 0.1. A cyclic cosine annealing learning 
rate schedule could be used to adjust the learning rate of OIR methods training.

Table 2

Model training parameters

Training model Unet OIR
Train_size 1200 3600
Batch_size 1 10

Epochs 10 30
Freeze_epoch 0 15

      
a. Underground stope                                               b. Rock dump 

 

Mining 
roadway 

Magnetite 

Hematite 

Barren rock 

Lean Magnetite 

Fig. 6. On-site sampling at Yanqianshan Iron Mine
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3.4.	O re fragmentation judgement

In the actual calculation process, the size of the anchor box is used to calculate the actual 
size of the ore. Since there is a certain error between the shape of the anchor box and the shape 
of the actual ore, a correction parameter is needed to make the algorithm more accurate. Under 
tensorflow2.2, semantic segmentation is used to mark the pictures as the correct values, and com-
pared with the values obtained by the algorithm in this paper, the final correction error parameter 
is determined to be 0.86. The calculation method is shown in Formula 6.

	 S = T * W * H * 0.86	 (6)

Among them, S represents the extreme value of the ore fragmentation judgement, W and H are 
the length and width values obtained by the anchor box, and T represents the size of the measured 
scale. The 0.86 error correction parameter can be changed according to the actual situation, and 
the calculation example is shown in Fig. 7.

Fig. 7. Parameter selection

4.	 Result and discussion

In order to verify the processing speed and effectiveness of the OIR method, 10% of the 
total sample is selected as the test set to compare the OIR model and Unet semantic segmenta-
tion. The marked pixel area is used as the correct value for comparison. The top three values of 
the anchor box are the recognition category, the confidence coefficient, and the pixel area of the 
anchor box/1000. The specific comparison is shown in Table 3.
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Table 3

Comparison of Unet segmentation and OIR

Original  
image

Label  
image

Unet split  
image

OIR recognition 
image

Unet/OIR 
accuracy

97.34/91.17

99.77/92.10

98.82/90.96

94.13/90.23

98.88/90.00

97.13/92.18

95.65/92.64

96.41/91.21

96.15/94.33

It can be seen from TABLE 3 that the accuracy of the OIR model is 6% lower than the ac-
curacy of the Unet semantic segmentation model on average. In the training process, because 
the target detection algorithm structure is used in the OIR method, and only one feature size is 
used for prediction, the resources required for training are effectively reduced. In the case that 
the number of Unet data sets is 1/3 of the number of OIR method data sets, the training time of 
Unet for one epoch is 13 times that of the OIR method. When the accuracy is acceptable, the OIR 
method has a stronger practical application value. In the recognition process, the average time 
for Unet to recognize a picture is 297 ms, while the average recognition time for OIR is 14 ms. 
The Unet model takes 21.2 times the time of the OIR model. For the above reasons, the OIR 
method can also quickly recognize and judge the ore fragmentation in the video (for example, 
on a conveyor belt).
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5.	C onclusion

The accurate recognition of ore fragmentation is a critical challenge in the mining industry, 
affecting various aspects such as crushing efficiency, equipment safety, beneficiation efficiency, 
and overall mining costs. Traditional methods of ore fragmentation measurement mainly rely on 
manual labour and lack the accuracy required for modern mining operations. Moreover, existing 
algorithms, predominantly semantic segmentation algorithms like Unet or instance segmentation 
algorithms like PSPnet, while offering high accuracy, fall short in terms of dataset production ef-
ficiency and model prediction speed when compared to target recognition algorithms. To address 
these issues, this paper introduces the Ore Identification and Recognition (OIR) method, a deep 
learning-based approach designed to enhance the efficiency and accuracy of ore fragmentation 
detection. The OIR method utilises a deep learning model that not only identifies ore fragmen-
tation but also captures size information about the target ore, providing a practical metric for 
evaluation. In summary, the main results of this study are as follows:

(1)	 This article proposes an ore fragmentation detection method (OIR) based on deep 
learning. The algorithm can determine the degree of fragmentation of the identified 
ores and calculate the actual area of the target ores.

(2)	I n the case of a 6% decrease in accuracy, the model training time was reduced by 
13 times, and the model running efficiency was improved by 21.2 times, greatly short-
ening the model development time.

(3)	 The size of the OIR model is 11.3MB, which is 5.1MB after being converted to the 
tensorflow-lite model. The high degree of miniaturisation enables the model to be 
mounted on various embedded devices to realise convenient on-site applications.

List of abbreviations

Table 4

List of abbreviations

Symbol Description
1 2

CSPDarkNet21 A convolutional neural network structure based on the Darknet framework, used for 
feature extraction.

PANet A simplified two-way fusion feature network, used for feature extraction, reduced 
from three feature layers to one.

CSPnet A network structure used for segmenting residual blocks.
DarknetConv2D_
BN_Leaky

A network structure composed of a 2D convolutional layer and a regularisation 
layer under the Darknet framework, using LeakyRelu as the activation function.

LeakyRelu An activation function used to speed up training efficiency.

IOU Intersection over Union, a metric used to measure the overlap between the predicted 
and true bounding boxes.

CIOUS Complete Intersection over Union, a loss function that considers scale, overlap rate, 
and penalty items of the objects and the anchor boxes.

Unet A convolutional neural network structure used for image segmentation.
Residual block A structure used to build deep network architectures.
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1 2
P3, P4, P5 Different feature layers in the network, corresponding to different feature map sizes.
Conv Convolution operation.
Max pool Max pooling operation.
T The area of a pixel corresponding to 1 square centimetre.

GPU Graphics Processing Unit, used for accelerating the training and prediction of neural 
networks.

Batch_size The number of training images input in each batch.
epochs The total number of training iterations the model undergoes.
train_size The total number of images in the training set.
freeze_epoch The number of training iterations after freezing the first 50% of the layers.
voc2012 A commonly used image recognition dataset for model pre-training.
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