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Abstract.  This  paper  introduces  a  new  modification  to  the  motion  planning  algorithm  of  nonholonomic  robotic  systems  using  the  Endogenous
Configuration  Space  Approach  which  allows  imposing  restrictions  on  control  functions.  The  end  and  via  points  define  the  values  which  the
control  function  should  take  in  a  predefined  time,  either  at  the  beginning,  the  end  or  during  the  motion  time  horizon.  Such  a  modification  can  be
used  to  set  the  values  of  the  control  function,  which  usually  are  of  velocity–like  type,  to  be  physically  realizable.  The  constraints  are  introduced
to  the  algorithm  through  the  extension  of  the  Jacobian.  The  efficiency  of  the  presented  method  is  shown  with  the  computer  simulation  results
for  a  nonholonomic  space  manipulator.  A  modified  Jacobian  motion  planning  algorithm  is  used  for  planning  consisting  of  a  sequence  of  two
subtasks.
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1. INTRODUCTION

The pure motion planning problem of a nonholonomic system
is to determine the control function that acts on the system in
such a way that it performs the desired motion. In many cases,
especially practical ones, this approach is insufficient and ad-
ditional tasks or constraints need to be added to successfully
solve a given problem.

In this article, we present an algorithm that is able to solve
the motion planning problem, namely the resulting control
function leads the robotic system to the desired point, and in
addition, the control function takes the desired values at spe-
cific time instants.

The motivation of this paper arises from practical require-
ments.

Usually, the local motion planning for the robot moving in
the presence of obstacles is more effective than the solution
returned by global planners. For local motion planners, the
global motion may be composed as a sequence of movements,
i.e. the final configuration from the previous planning becomes
the initial configuration for the current one. In that case, the
problem of control discontinuity on the transition segment can
easily arise. This is very troublesome and not desirable in
terms of practical applications. The proposed modified algo-
rithm ensures that class C0 or C1 controls are obtained even
when planning a sequence of movements.

On the other hand, very often, the initial values of the state
vector, the velocities and also the accelerations of the nonholo-
nomic robotic system are determined by the simulation sce-
nario. Usually, the system composed of the robot together
with the controller is defined throughout the ordinary differ-
ential equations (ODEs), that should be solved to obtain the
solution of the planning problem. If one has the kinematics
model of the nonholonomic robot that is defined as the first–
order ODEs, then as initial values we can set only the state vari-
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ables (e.g. that define the position/orientation of the robot), and
it is impossible to set the initial velocities and accelerations. If
the model is expanded by the dynamics, so the system is ex-
pressed as second order ODEs, then the velocities at the begin-
ning could be defined by the initial conditions. Nevertheless, it
is still impossible to set the initial accelerations. If we assume
that the controls in the kinematics model are velocity-like, and
in the dynamics have the sense of acceleration then our idea to
define in advance the end–points of the control function will
allow us to set the initial values of velocity or acceleration to
meet the physical requirements.

It is worth mentioning that the proposed modification of
the Jacobian motion planning algorithm is more general, and
provides the possibility of setting prescribed values of control
function at arbitrary points in time. So, in general, this algo-
rithm allows us to set the control values at the beginning, the
end, and any other specific point during the motion.

To sum up, the main contribution of this paper is a modifi-
cation of the Jacobian motion planning algorithm based on the
Endogenous Configuration Space Approach that introduces the
restrictions into the resultant control function at specified time
instants.

The algorithm is derived within the Endogenous Configura-
tion Space approach [1]. The modification is defined by the
extension of the Jacobian [2] constituting a kind of the egali-
tarian two–task approach [3]. The Endogenous Configuration
Space was previously used to successfully solve both uncon-
strained [4] and constrained [5, 6] motion planning problems,
and could be even enrolled to trajectory reproduction task [7].

The introduced algorithm is originally dedicated to planning
the motion of a nonholonomic robotic system where there is a
need to constrain the control functions. To illustrate the effi-
ciency of our proposition, the presented approach will be used
to plan the motion of a free–floating space manipulator. Such
a problem, namely the motion planning of a space manipula-
tor was already studied in the literature. One can find some

1

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.

THIS IS AN EARLY ACCESS ARTICLE.
This article has been accepted for publication in a future issue of this journal,

but has not been fully edited. Content may change prior to final publication.



J. Ratajczak

different approaches to unconstrained motion planning prob-
lem in [8, 9, 10, 11], as well as to an approach with con-
straints [12, 13, 14]. Usually, the motion planning phase is
followed by the control stage, some more information about
the control methods for space manipulators can be found in
e.g. [15, 16, 17]. Space manipulators controlled not only by
joints but also by reaction wheels or thrusters have also become
increasingly popular in recent research [18, 19, 20].

The remaining part of the paper is as follows. The problem
statement and Jacobian motion planning algorithm are charac-
terized in Section 2. In Section 3, the idea of the algorithm
using the extended Jacobian is introduced. Section 4 describes
a modification of the algorithm that introduces constraints on
the control functions. Simulation results are included in Sec-
tion 5. The paper is summarized in Section 6.

2. PROBLEM STATEMENT

We are dealing with a nonholonomic robotic system described
by the control–affine system{

q̇ = f (q)+G(q)u = f (q)+∑
m
i=1 gi(q)ui

y = k(q)
, (1)

where q ∈ Rn is the vector of generalized coordinates, u ∈ Rm

denotes the control variable, f (q) is the drift vector, G(q) is the
control matrix, y ∈Rr describes the task space vector and k(q)
is the output function. Let T > 0 denote a control time hori-
zon. The control functions in system Eq. (1) will be chosen as
Lebesgue square integrable functions L2

m[0,T ] of time on the
interval [0,T ]. The space of such selected control functions
will be called an endogenous configuration space U ∋ u(·)
[21]. The trajectory of system Eq. (1), resulting from the ini-
tial state q(0) and control u(·), is denoted by q(t) = ϕq0,t(u(·)),
where ϕq0,t(u(·)) is a flow of the system Eq. (1), initialized at
q0 and driven by u(·).

The presented problem of motion planning with additional
constraints on the control function relies on a combination of
proper motion planning along with the ability to impose the
prescribed values of the control function (and its derivatives)
in a particular time moment, so in fact there are two subtasks.

The solution to such a defined problem, with two equal sub-
tasks, will be a control function which drives the system Eq. (1)
from an initial state q0 to a desired value of output y(T ) = yd ,
at the end of time interval T . Moreover, the resultant control
function should preserve the additional constraints:

u(tk) = wk, for k = 1,2, . . . ,cw,

for the control function, and
du(tk)

dt
= dk, for k = 1,2, . . . ,cd ,

for its derivative. tk denotes the time instance, wk and dk are
constant values. So the whole main motion planning problem
may be written symbolically as

q0 = q(0)
u∗(·)−−→ y(T ) = yd

u∗(tk) = wk = const. wk ∈ Rm

du∗(tk)
dt = dk = const. dk ∈ Rm

, (2)

where u∗(·) is a resultant control function. When the time in-
stance tk in Eq. (2) is tk = 0 it refers to as initial point, when
tk = T it is an end point, and any other value 0 < tk < T is
called the via point.

3. MOTION PLANNING ALGORITHM WITH EXTENSION
FUNCTIONS

As we already mentioned, the above problem is composed of
two equally significant subtasks, so the motion planning algo-
rithm will be derived utilizing the extended Jacobian.

3.1. Preliminaries
So, let us define the end–point map as

Kq0,T (u(·)) = k(q(T )) = y(T ) (3)

which determines the output of system Eq. (1) at the time
T . By differentiation (using Gâteaux derivative) the end–point
map Eq. (3) with respect to u(·), we arrive with the Jacobian
of system Eq. (1) of the form

Jq0,T (u(·)) = DKq0,T (u(·)) =
d

dϑ

∣∣∣∣∣
α=0

Kq0,T (u(·)+αv(·)),

(4)
where v(t) is a variation of u(t) and ϑ ∈ R is an indepen-
dent variable orthogonal to t. The carefully computation of
the derivative Eq. (4), led us to a linear variational system as-
sociated with Eq. (1) of the form [21]{

ξ̇ (t) = A(t)ξ (t)+B(t)v(t)
η(t) =C(t)ξ (t)

. (5)

The linear system Eq. (5) is actually a linear approx-
imation to system Eq. (1) along the control–state pair
(u(t),q(t)). It is well known that the matrices are defined
as A(t) = ∂ ( f (q(t))+G(q(t))u(t))

∂q , B(t) = ∂ ( f (q(t))+G(q(t))u(t))
∂u =

G(q(t)), C(t) = ∂k(q(t))
∂q .

The explicit form of the Jacobian Eq. (4), may be obtained
as a solution of linear equation Eq. (5), following [22],

Jq0,T (u(·))v(·) =
∫ T

0
Φ(T, t)B(t)v(t) dt, (6)

where Φ(t,s) is a fundamental matrix of Eq. (5) and solves
the partial differential equation ∂Φ(t,s)

∂ t = A(t)Φ(t,s) with ini-
tial conditions Φ(s,s) = In.

3.2. Algorithm derivation
To obtain the solution of the motion planning problem, the
sought control function, we chose in the endogenous config-
uration space a smooth curve uϑ (·) parameterized by ϑ ∈ R
passing an initial configuration (predefined initial controls)
uϑ=0(·). Along this curve, we propose the motion planning
error as

e(ϑ) = Kq0,T (uϑ (·))− yd , (7)

which should decrease exponentially

de(ϑ)

dϑ
=−γe(ϑ), (8)
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along ϑ with a decay rate γ ∈R. Combining Eq. (7) and Eq. (8)
with Eq. (4) we arrive with Ważewski–Davidenko equation

Jq0,T (uϑ (·))vϑ (·) =−γe(ϑ). (9)

To solve Eq. (9) we may use any right Jacobian inverse. In
addition, we may observe, that as long as the dimension of
endogenous configuration space is greater than the dimension
of the task space we may extend the Jacobian with a number
of extension functions of the form, e.g. equality constraints,

fi(uϑ (·)) = 0, (10)

formulating the extended Jacobian

Jq0,T (uϑ (·))vϑ (·) =



Jq0,T (uϑ (·))
d f1(uϑ )

dϑ

...
d fi(uϑ )

dϑ

...


vϑ (·). (11)

It is worth mentioning, that functions Eq. (10) may be treated
as the augmenting kinematics functions. Additionally, to be
able to solve Eq. (9) with the extended Jacobian, we need also
to extend the error to the form

e(ϑ) =


e(ϑ)

0
...

 .
Because the dimension of the endogenous configuration space
is greater than the dimension of the task space, to enrol the ex-
tended Jacobian Eq. (11) to solve Eq. (9) we need to introduce
the pseudoinverse(

J#
q0,T (uϑ (·))η

)
(t) = J∗q0,T (uϑ (·))Gq0,T (uϑ (·)), (12)

where J∗q0,T (uϑ (·)) is an adjoint Jacobian [21] and

Gq0,T (uϑ (·)) = Jq0,T (uϑ (·))J∗q0,T (uϑ (·)) (13)

is a Gram matrix. Using the inverse Eq. (12) in Eq. (9) we
obtain as a solution a dynamical system

vϑ (·) =
duϑ (·)

dϑ
=−γ

(
J#

q0,T (uϑ (·))e(ϑ)
)
(·), (14)

with an arbitrarily chosen initial condition uϑ=0(·). The solu-
tion, namely the control function u∗(·) that drives the system
Eq. (1) from initial configuration q0 do the desired output value
yd in time t ∈ [0,T ], is the limit u∗(·) = limϑ→∞ uϑ (·) of the re-
sultant trajectory of Eq. (14). Moreover, the obtained control
function u∗(·) keeps all the extension functions fi(uϑ (·)) val-
ues close to zero.

3.3. Finite–dimensional approach

The endogenous configuration space U is an infinite–
dimensional function space. For practical reasons, to simplify
the implementation aspects we shall employ a parametric rep-
resentation of the control function. In this case, we assume that

the control function is a finite–dimensional function defined by
the truncated orthogonal series

ui(λ , t) =
pi

∑
j=1

λi jφi j(t) = Pbi(t)λi, Pbi = [φi1,φi2, . . . ,φipi ],

where pi denotes the basis function number of particular con-
trol function ui whose λi is a control parameter vector. This
means that the whole control function u(λ , t) of system Eq. (1)
can be rewritten as

u(λ , t) = P(t)λ , (15)

where P(t) = diag{Pb1(t),Pb2(t), . . . ,Pbm(t)} is a diagonal ma-
trix built of m vectors Pbi(t) and λ ∈ Rs denotes a collectible
control parameters vector. So, the total number of control pa-
rameters is equal to s = ∑

m
i=1 pi. Such defined controls be-

long to a finite–dimensional endogenous configuration space
Ũ = Rs. Following the line of reasoning, we introduce a
finite–dimensional end–point map as

K̃q0,T (λ ) = Kq0,T (u(λ , ·)) = k(ϕq0,T (u(λ , ·))). (16)

Obviously, the parametric representation of the control func-
tions, Eq. (15), induces also the parametric version of control
function variations

vϑ (λ , ·) =
duϑ (λ , ·)

dϑ
=

dP(t)λϑ

dϑ
= P(t)

dλϑ

dϑ
= P(t)µ.

As it was in the infinite–dimensional case, the differentiation
of the end–point map Eq. (16) yields a finite–dimensional vari-
ational system{

ξ̇ (t) = Aλ (t)ξ (t)+Bλ (t)v(t)
η(t) =Cλ (t)ξ (t)

, (17)

whose matrices are defined analogously to matrices from
Eq. (5). The solution of Eq. (17) formulates the finite–
dimensional Jacobian

J̃q0,T (λ ) =Cλ (T )ξ (T ) =Cλ (T )
∫ T

0
Φλ (t,s)Bλ (s)P(s) ds.

(18)
Please observe, that in the finite–dimensional case, the Jaco-
bian Eq. (18) is a linear operator acting between Euclidean
spaces, so it is a matrix.

Having the parametric version of the end–point map Eq. (16)
and the Jacobian Eq. (18) we can define the motion plan-
ning problem which consists in finding a control function
u∗ = u(λ ∗, ·) satisfying

y(T ) = K̃q0,T (λ
∗) = yd .

To solve this problem we proceed similarly to the infinite–
dimensional case. We choose in Ũ a smooth curve λ (ϑ)∈Rs,
parameterized by ϑ ∈R, passing through certain initial control
λϑ=0. Next, we define the motion planning error

ẽ(ϑ) = K̃q0,T (λ (ϑ))− yd ,

and require it to decrease exponentially along this curve

dẽ(ϑ)

dϑ
=−γ ẽ(ϑ), γ > 0,
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which leads us again to Ważewski–Davidenko equation

J̃q0,T (λϑ )µϑ =−γ ẽ(ϑ).

Likewise the infinite–dimensional case, we introduce a set of
extension functions fi(λϑ ) = 0, i = 1,2, . . . ,k. However, this
time, the total number of them is limited by the difference
k = s− n. Nevertheless, we define a priori the number s of
control parameters in Eq. (15), so we can freely expand the
parametrization as needed. This allows us to collect the finite–
dimensional extended Jacobian (as a matrix)

J̃q0,T (λϑ )µϑ =


J̃q0,T (λϑ )

d f1(λϑ )
dϑ

...
d fk(λϑ )

dϑ

µϑ . (19)

and the corresponding extended error ẽ(ϑ) = (ẽ(ϑ),0, . . . ,0).
Finally, enrolling the above derivation together with the Ja-

cobian matrix pseudoinverse, we may constitute the finite–
dimensional motion planning algorithm as a differential equa-
tion

dλϑ

dϑ
=−γ J̃#

q0,T (λϑ )ẽ(ϑ). (20)

Then the sought control function which solves the motion plan-
ning problem and fulfills the constraints is equal to u∗(t) =
P(t)λ ∗

ϑ
, where λ ∗

ϑ
is obtained as limϑ→∞ λϑ of a resultant tra-

jectory of Eq. (20).
In fact we cannot fully control the evolution of the solution

u(t) along the independent variable ϑ ∈ R of the Jacobian al-
gorithm Eq. (20). For this reason, the obtained control is often
impractical, e.g. its amplitude overshoots technical limits or
the initial control u(t = 0) takes a nonzero value which may
be hard to obtain in practical realizations. To overcome these
disadvantages we will carefully define the extension functions.

4. MAINTAINING RESTRICTIONS

The approach presented in this paper tries to alleviate the above
disadvantage yet along with solving the motion planning prob-
lem. The improved algorithm allows us to prescribe the be-
ginning point, the end point and the via points in the resultant
control function. As it was in the previous chapter, we again in-
troduce the approach in the infinite–dimensional case and then
propose the finite–dimensional implementation.

Let the control function constraints uϑ (tk) = wk = const.,
tk ∈ [0,T ], wk ∈ Rm and k = 1,2, . . . ,cw, where cw denotes the
number of predefined control points. If tk = 0 then we spec-
ify the beginning point of the control function, for tk = T we
set the end point, for all other cases we have via points. Due
to the construction of Jacobian algorithms, we cannot explic-
itly force the control function to pass through the points that
we have specified. However, we can introduce the algorithm
modification preserving

duϑ (tk)
dϑ

= vϑ (tk) = 0 (21)

which together with a properly defined initial control function

uϑ=0(tk) = wk, ∀k (22)

provides a resultant control function u∗(tk)=wk with via point.
Additionally, we are interested not only in the control value

itself but also in the derivative (slope, velocity) of the con-
trol function in point uϑ (tk). So we want to fulfill also the
condition duϑ (tk)

dt = dk = const., tk ∈ [0,T ], dk ∈ Rm and k =
1,2, . . . ,cd , where this time cd denotes the number of prede-
fined control first derivatives. Again, the modified algorithm
that preserves

d
dϑ

duϑ (tk)
dt

=
dvϑ (tk)

dt
= 0 (23)

along with carefully selected initial condition

duϑ=0(tk)
dt

= dk, ∀k (24)

will provide a resultant control function whose derivative
du∗(tk)/dt = dk. The functions Eq. (22) and Eq. (24) formulate
algorithm constraints, namely the extension functions Eq. (10).
And consequently, the extended Jacobian Eq. (11) may be con-
structed using their derivatives with respect to ϑ , Eq. (21) and
Eq. (23).

4.1. Finite–dimensional approach
Introducing the parameterized control function according to
Eq. (15), we may derive the explicit formulas for the extension
functions. Next, we introduce the above mentioned modifi-
cation to algorithm Eq. (20) using the extended Jacobian tech-
nique. The control restrictions on its values and first derivatives
take the finite–dimensional form

uϑ (λϑ , tk)=P(tk)λϑ =wk,
duϑ (λϑ , tk)

dt
=

dP(tk)
dt

λϑ = dk.

The differentiation of them with respect to ϑ yields in the ex-
tension functions

P(tk)µϑ = 0,
dP(tk)

dt
µϑ = 0.

Now we are ready to formulate the extended Jacobian
J̃q0,T (λϑ ) as

J̃q0,T (λϑ )µϑ =



J̃q0,T (λϑ )

P(t1)
...

P(tcw)
dP(t1)

dt
...

dP(tcd )

dt


µϑ =

[
J̃q0,T (λϑ )

Ψ

]
µϑ , (25)

where Ψ collects all the extension functions, together with the
extended error ẽ(ϑ) = (ẽ(ϑ),0, . . . ,0) ∈ Rr+mcw+mcd . This fi-
nally led us to the motion planning algorithm with the con-
straints on control function defined as

dλϑ

dϑ
=−γ J̃#

q0,T (λϑ )ẽ(ϑ) (26)

where J̃#
q0,T (λϑ ) is the right pseudoinverse of the Jacobian ma-

trix Eq. (25). The Jacobian motion planning algorithm Eq. (26)
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returns as a limit limϑ→∞ λϑ the parameterized control func-
tion which solves the motion planning problem and simultane-
ously takes desired values and derivatives at given points. The
initial conditions for λϑ=0 should fulfill the following

Ψλϑ=0 =
[
w1 · · · wcw d1 · · · dcd

]T
. (27)

The above derivation of the algorithm can be easily ex-
panded to even higher–order control derivatives to influence
the smoothness of the control function.

5. SIMULATIONS RESULTS

To illustrate the performance of the motion planning algorithm
we have chosen as a test bed the 2 DoF planar space manipu-
lator mounted on the free–floating base, depicted in Figure 1.
The space robot has been inspired by the space manipulator
designed in the Space Research Center of the Polish Academy
of Science [23].

Note that the proposed method can be applied to the motion
planning of any robotic system whose equations of motion can
be represented by a control–affine system. It is possible to
solve the motion planning problem for a spatial (3D) space
manipulator, and the proposed model of a planar space manip-
ulator has been chosen for simplicity.

To derive the dynamics of the space manipulator described
by the generalized coordinates q̄ = (x̄, ȳ,φ ,θ1,θ2)

T , we shall
start with the Lagrangian

L(q̄, ˙̄q) =
1
2
A( ˙̄x2 + ˙̄y2)+

1
2
Iφ̇ 2 +

1
2
B(φ̇ + θ̇1)

2+

+
1
2
C(φ̇ + θ̇12)

2 +Dcosθ2(φ̇ + θ̇1)(φ̇ + θ̇12),

where x̄, ȳ are the barycentric coordinates of the manipulator
[24], φ is the orientation of base, θ1, θ2 are manipulator’s joint
angles, I is the moment of the inertia of the base and constant

X

Y

Yb

Xb

x

y

y

x

φ

θ1

θ2

d1

d2

l1,m1

l2,m2

(xe, ye)

Fig. 1. 2DoF space manipulator.

parameters A, B, C, D are as follows [25]

A= M+m12,B=
m1m2(l1 −d1)

2 +M(m1d2
1 +m2l2

1)

M+m12
,

C=
(M+m1)m2d2

2
M+m12

,D=
m1m2(l1 −d1)d2 +Mm2l1d2

M+m12
.

Because the manipulator is moving in space we neglect the
action of gravity.

From the Euler-Lagrange equations of motion of the space
manipulator, it follows that the independence of the La-
grangian of x̄, ȳ yields the conservation of the linear momenta

A ˙̄x = const, A ˙̄y = const.

Thus, the center of mass of the manipulator moves uniformly
and rectilinearly in space, and the x̄ and ȳ changes are indepen-
dent of the other coordinates.

The conservation of the angular momentum leads to the
affine Pfaffian constraint

A (q)q̇ = F(θ2)φ̇ +G(θ2)θ̇1 +H(θ2)θ̇2 = p, (28)

p denotes the constant conserved angular momentum, F(θ2) =
I+B+ C+ 2Dcosθ2, G(θ2) = B+ C+ 2Dcosθ2, H(θ2) =
C+Dcosθ2. Based on the Pfaffian constraint Eq. (28) the
dynamics of the space manipulator in form Eq. (1) can be ob-
tained. The drift vector field is computed as f (q) = A #(a)p,
where A #(q) is the right inverse of A (q), and the control ma-
trix fulfills A (q)G(q) = 0. Finally, the equation of motion of
the space manipulator gets the following representation φ̇

θ̇1

θ̇2

=


p

F(θ2)

0
0

+

−
G(θ2)
F(θ2)

−H(θ2)
F(θ2)

1 0
0 1

(u1

u2

)
. (29)

Since, as we mentioned earlier, the x̄ and ȳ changes inde-
pendently of the other coordinates, we will focus on the model
described by Eq. (29) with the coordinates q = (φ ,θ1,θ2)

T .
Now, for comparison purposes, we shall solve the motion

planning problem for the space manipulator described in form
Eq. (29). The task is formulated as follows. Starting form the
initial position q0 = q(t0 = 0) = (π

8 ,−π

6 ,
π

6 ), move to the de-
sired mid–position y1 = q(t1 = T = 20) = (0,0, π

8 ) and then
to the final point y f = q(t2 = 2T = 40) = (π

8 ,−π

8 ,
π

6 ). It may
be observed that in this case the output function y = k(q) = q,
and the task itself can be viewed as a gluing together of two
movements with a time horizon of T = 20 for each move-
ment. To show the efficiency of the proposed approach, we
shall solve this task in three scenarios. First, we apply the Ja-
cobian motion planning algorithm without any restrictions on
control functions. In the second scenario, we use the Jacobian
motion planning algorithm to solve rest–to–rest motion which
means that the control functions at the beginning and the end
of the motion are equal to zero u(0) = u(T ) = 0. What is more,
the control function should be continuous throughout the mo-
tion, so the control should be a function of class C0. Last but
not least, the task should be solved with the assumption of the
rest–to–rest motion, with du(t)

dt |t=0 = 0.01, and with the em-
phasis on the continuity of the first derivative, especially at the
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connection point du(t)
dt |t=t1 . It is worth noting that satisfying

the continuity condition for the first derivative of the control
function gives a certain smoothness, namely the class C1.

In all cases the right pseudoinverse Jacobian is used, the al-
gorithm error decay rate γ = 0.02, and the value of the con-
served angular momentum p = 0.

Because we have set the conditions that u(0)= 0 and u(T )=
0, which means that we want the joint velocities to be equal
to zero at time t = 0 and t = 2T , it is necessary to select an
appropriate collection of orthogonal functions for representing
the control function. In the case when only u(0) = u(T ), and
therefore without any other restrictions on via points of control

0 10 20 30 40
−2

−1

0

1

2

t

q(
t)

ϕ(t) θ1(t) θ2(t)

Fig. 2. The trajectories of q(t) — the first scenario.
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−2

−1

0

1

·10−2

t

q̇(
t)

ϕ̇(t) θ̇1(t) θ̇2(t)

Fig. 3. The trajectories of q̇(t) — the first scenario.
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−0.4

−0.2

0

0.2

0.4

t

u
(t
)

u1(t) u2(t)

Fig. 4. The resultant control functions u(t) — the first scenario.

functions, the controls may be expressed in terms of a widely
used Fourier series. In our case, we must ensure that also the
constraints for via points are met. So, to obtain the continuity
of the control function and its derivative, it is required to use
a suitable collection of orthogonal functions. For this purpose,
we have chosen the Legendre polynomials. The values of the
vector λ0 for the initial control functions u0 = 0 are obtained
as a solution of the equation Eq. (27) using Moore–Penrose’s
inverse.

The solution of the task for all three scenarios together with
the resultant control functions are presented in Fig. 2–8. Also,
Fig. 9–11 are included to better demonstrate the continuity of
the derivative of the control functions. As can be seen in the
figures, the motion planning problem is correctly solved for all
three cases.

In Fig. 2, Fig. 4 and Fig. 9 can be seen that although the
task has been successfully solved, the trajectories q(t) are con-
tinuous but at the sticking point q(t = t1 = T ) they are not
differentiable, as can also be seen in Fig. 3. Since no con-
straints have been imposed on the control functions, the val-
ues of the controls at the beginning and end of the motion are
not zero and, therefore, the velocities of the joint variables are
not either. Moreover, neither the controls nor their derivatives
are continuous, Fig. 4 and Fig. 9. As a rule, continuity is not
maintained when this property does not need to be fulfilled.
The simulation results show that the assumptions of the sec-
ond scenario are met. The trajectories q(t) are continuous and
differentiable, Fig. 5, the resulting control functions are contin-

0 10 20 30 40

−2

0

2

t

q(
t)

ϕ(t) θ1(t) θ2(t)

Fig. 5. The trajectories of q(t) — the second scenario.
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Fig. 6. The resultant control functions u(t) — the second scenario.
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Fig. 7. The trajectories of q(t) — the third scenario.
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Fig. 8. The resultant control functions u(t) — the third scenario.

uous, Fig. 6, but not differentiable, Fig. 10. So only the control
functions of class C0 are reachable. In the third scenario, the
trajectories q(t) are continuous and differentiable, and the con-
tinuously differentiable up to order 1 controls are guaranteed
(the class C1), Fig. 8 and Fig. 11.

It is important to highlight that the last scenario presents a
viable solution to a real problem. With the proposed method,
we can define not only the initial, intermediate and final states
but also the initial and final velocities and accelerations, all
while using first-order ordinary differential equations (ODEs)
of motion. Additionally, this approach ensures the continuity
and differentiability of the resulting control functions.

6. SUMMARY

In this paper, a method for preserving specific restrictions on
control functions for nonholonomic motion planning is pre-
sented. A proposed modification of the Endogenous Configu-
ration Space approach successfully solves the motion planning
problem together with preserving the requirements for the pre-
scribed end point (via point) in the control function. The ef-
ficiency of this approach is illustrated with simulation results
for the space manipulator. This method can be used when, for
some reason, the control function (or its derivative) must take
on specific values at specific moments in time, for example, a
motion planning task is to be solved in an environment full of
obstacles or is divided into several subtasks. It is well known
that ensuring continuity of controls plays an important role in
practical applications, and this method provides that.
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0
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u̇
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u̇1(t) u̇2(t)

Fig. 9. The resultant derivative of the control functions u̇(t) — the first
scenario.
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Fig. 10. The resultant derivative of the control functions u̇(t) — the
second scenario.
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Fig. 11. The resultant derivative of the control functions u̇(t) — the third
scenario.

On the other hand, when using the original (unconstrained)
motion planning Jacobian algorithm based on the Endogenous
Configuration Space Approach, the initial conditions for the
control functions cannot be determined in advance. It makes it
hard to compare motion planning solutions for nonholonomic
robotic systems expressed in different forms (e.g. the original
one and its normal form) or to compare the performance of
various algorithms. The presented method is a helpful tool for
dealing with such a drawback and makes the comparison more
reliable.
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