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Positive stable realizations for fractional descriptor
continuous-time linear systems

TADEUSZ KACZOREK

A method for computation of positive asymptotically stable realizations of fractional de-
scriptor continuous-time linear systems with regular pencil is proposed. The method is based on
the decomposition of the improper transfer matrix into strictly proper matrix and a polynomial
matrix. A procedure for decomposition of a positive asymptotically stable realization is given
and illustrated by a numerical example.
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1. Introduction

A dynamical system is called positive if its trajectory starting from any nonnega-
tive initial state remains forever in the positive orthant for all nonnegative inputs. An
overview of state of the art in positive theory is given in the monographs [5, 13]. Vari-
ety of models having positive behavior can be found in engineering, economics, social
sciences, biology and medicine, etc. The positive fractional linear systems have been
addressed in [10, 11, 22, 25].

An overview on the positive realization problem is given in [1, 5, 13, 14]. The real-
ization problem for positive continuous-time and discrete-time linear systems has been
considered in [6, 7, 15-17, 19-21] and the positive realization problem for discrete-time
systems with delays in [20-21]. The realization problem for fractional linear systems has
been analyzed in [15, 18, 22] and for positive 2D hybrid systems in [19]. A method based
on the similarity transformation of the standard realizations to the desired form has been
proposed in [17].

Positive stable realizations problem for continuous-time standard and fractional lin-
ear systems has been addressed in [7, 15] and computation of realizations of discrete-
time cone systems in [8]. A method for computation of positive realizations of descriptor
continuous-time linear systems has been proposed in [23].
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Standard descriptor linear systems has been addressed in [2, 12] and positive de-
scriptor systems has been analyzed in [3, 4, 9, 27].

In this paper a method for computation of positive asymptotically stable realizations
of fractional descriptor continuous-time linear systems with regular pencils will be pro-
posed.

The paper is organized as follows. In section 2 the positive realization problem for
standard and descriptor continuous-time linear systems is recalled. The positive frac-
tional linear systems are considered in section 3. The realization problem for positive
fractional linear systems is addressed in section 4. Concluding remarks are given in sec-
tion 5.

The following notation will be used: ℜ – the set of real numbers, ℜn×m – the set of
real matrices, ℜn×m

+ – the set of n×m matrices with nonnegative entries and ℜn
+ =ℜn×1

+ ,
ℜp×m(s) – the set of p×m rational matrices in s with real coefficients, ℜp×m[s] – the set
of p×m polynomial matrices in s with real coefficients, Mn – the set of n× n Metzler
matrices, In – the n×n identity matrix.

2. Preliminaries and positive realization problem for standard and descriptor
linear systems

Consider the standard continuous-time linear system

ẋ(t) = Ax(t)+Bu(t) (1a)

y(t) =Cx(t)+Du(t) (1b)

where x(t) ∈ ℜn, u(t) ∈ ℜm, y(t) ∈ ℜp are the state, input and output vectors and
A ∈ ℜn×n, B ∈ ℜn×m, C ∈ ℜp×n, D ∈ ℜp×m.

Definition 1 [13] The system (1) is called the (internally) positive if x(t) ∈ ℜn
+,

y(t) ∈ ℜp
+, t ­ 0 for any initial conditions x(0) = x0 ∈ ℜn

+ and all inputs u(t) ∈ ℜm
+,

t ­ 0.

Theorem 1 [5, 13] The system (1) is positive if and only if

A ∈ Mn, B ∈ ℜn×m
+ , C ∈ ℜp×n

+ , D ∈ ℜp×m
+ . (2)

The transfer matrix of the system (1) is given by

T (s) =C[Ins−A]−1B+D ∈ ℜp×m(s). (3)

The transfer matrix T (s) ∈ ℜp×m(s) is called proper if and only if

lim
s→∞

T (s) = K ∈ ℜp×m (4)
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and it is called strictly proper if K = 0. Otherwise the transfer matrix is called improper.

Definition 2 Matrices (2) are called a positive realization of transfer matrix T (s) if they
satisfy the equality (3). The realization is called positive stable if the matrix A of (2) is
an asymptotically stable Metzler matrix.

Theorem 2 [5, 13] The positive system (1a) (or the Metzler matrix A ∈ Mn) is asymptot-
ically stable if and only if the coefficients of the polynomial

det[Ins−A] = sn +an−1sn−1 + ...+a1s+a0 (5)

are positive, i.e. ak > 0 for k = 0,2, . . . ,n−1.

Other asymptotic stability tests of positive linear systems are given in [13, 22]. Different
methods for computation of a positive realization (2) for a given proper transfer matrix
T (s) have been proposed in [8, 13, 15, 22].

Consider the descriptor continuous-time linear system

Eẋ(t) = Ax(t)+Bu(t) (6a)

y(t) =Cx(t) (6b)

where x(t) ∈ ℜn, u(t) ∈ ℜm, y(t) ∈ ℜp are the state, input and output vectors and E,A ∈
ℜn×n, B ∈ ℜn×m, C ∈ ℜp×n. It is assumed that detE = 0 and the pencil of (E,A) is
regular, i.e.

det[Es−A] ̸= 0 for some s ∈C (the field of complex numbers). (7)

Definition 3 The descriptor system (6) is called (internally) positive if x(t) ∈ ℜn
+,

y(t) ∈ ℜp
+, t ­ 0 for any initial conditions x(0) = x0 ∈ ℜn

+ and all inputs

u(k)(t) = dku(t)
dtk ∈ ℜm

+, t ­ 0, k = 0,1, . . . ,q.

The transfer matrix of the system (6) is given by

T (s) =C[Es−A]−1B ∈ ℜp×m(s). (8)

If the nilpotency index µ of the matrix E is greater or equal to 1 [12] then the transfer
matrix (8) is improper and can be always written as the sum of the strictly proper transfer
matrix Tsp(s) and the polynomial matrix P(s), i.e.

T (s) = Tsp(s)+P(s) (9)

where
P(s) = D0 +D1s+ ...+Dqsq ∈ ℜp×m[s], q ∈ N = {1,2, ...} (10)
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and q = µ−1.

Theorem 3 [5, 13] Let the matrices

A ∈ Mn, B ∈ ℜn×m
+ C ∈ ℜp×n

+ (11)

be a positive and asymptotically stable realization of the strictly proper transfer matrix
Tsp(s). Then there exists a positive asymptotically stable realization of T (s) ∈ ℜp×m(s)
of the form

Ē =



In 0 0 ... 0 0
0 0 0 ... 0 0
0 Im 0 ... 0 0
...

...
... · · ·

...
...

0 0 0 ... Im 0


∈ ℜn̄×n̄

+ , Ā =



A B 0 ... 0 0
0 Im 0 ... 0 0
0 0 Im ... 0 0
...

...
... · · ·

...
...

0 0 0 ... 0 Im


∈ Mn̄,

(12)

B̄ =−



0
Im

0
...
0


∈ ℜn̄×m

+ , C̄ = [ C D0 D1 ... Dq ] ∈ ℜp×n̄
+ , n̄ = n+(q+1)m

if and only if
Dk ∈ ℜp×m

+ for k = 0,1, . . . ,q. (13)

Proof is given in [23].
If the conditions of Theorem 3 are satisfied then the desired positive realization (12)

of T (s) can be computed by the use of the following procedure [23].

Procedure 1

Step 1. Decompose the given matrix T (s) into the strictly proper transfer matrix Tsp(s)
and the polynomial matrix P(s) satisfying (9).

Step 2. Using one of the well-known methods [7, 13, 17-21, 22] find the positive real-
ization (11) of Tsp(s).

Step 3. Knowing the realization (11) and the matrices Dk ∈ ℜp×m
+ , k = 0,1, . . . ,q of (10)

find the desired realization (12).

An example illustrating the procedure has been given in [23].
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3. Positive fractional linear systems

The following Caputo definition of the derivative-integral of fractional order will be
used [22]

0Dα
t f (t) =

dα f (t)
dtα =

1
Γ(w−α)

t∫
0

f (w)(τ)
(t − τ)α+1−w dτ, w−1 < α < w, w ∈ N = {1,2, ...}

(14a)
where

Γ(x) =
∞∫

0

tx−1e−tdt, Re(x)> 0 (14b)

is the gamma function and

f (w)(τ) =
dw f (τ)

dτw (14c)

is the classical w order derivative.
Consider the continuous-time fractional linear systems described by the state equa-

tions
dαx(t)

dtα = Ax(t)+Bu(t), 0 < α < 1 (15a)

y(t) =Cx(t)+Du(t) (15b)

where x(t) ∈ ℜn, u(t) ∈ ℜm, y(t) ∈ ℜp are the state, input and output vectors and
A ∈ ℜn×n, B ∈ ℜn×m, C ∈ ℜp×n, D ∈ ℜp×m.

Theorem 4 The solution of the equation (15a) satisfying the initial condition x(0) = x0
has the form

x(t) = Φ0(t)x0 +

t∫
0

Φ(t − τ)Bu(τ)dτ (16a)

Φ0(t) =
∞

∑
k=0

Aktkα

Γ(kα+1)
, Φ(t) =

∞

∑
k=0

Akt(k+1)α−1

Γ[(k+1)α]
, 0 < α < 1. (16b)

Definition 4 [22] The fractional system (15) is called the (internally) positive fractional
system if x(t) ∈ ℜn

+, y(t) ∈ ℜp
+, t ­ 0 for any initial conditions x0 ∈ ℜn

+, and all inputs
u(t) ∈ ℜm

+, t ­ 0.

Let ei be the ith column (row) of the identity matrix In. A column (row) of the form
aei, a > 0 is called monomial. A square matrix A = [ai j] is called Metzler matrix if
its off-diagonal entries are nonnegative, i.e. ai j ­ 0 for i ̸= j [13, 5]. The set of n× n
Metzler matrices will be denoted by Mn.
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Theorem 5 [22] The fractional system (15) is (internally) positive if and only if

A ∈ Mn, B ∈ ℜn×m
+ , C ∈ ℜp×n

+ , D ∈ ℜp×m
+ . (17)

Consider the descriptor continuous-time linear system with regular pencil

Eẋ(t) = Ax(t)+Bu(t), x(0) = x0 (18)

where x(t) ∈ ℜn, u(t) ∈ ℜm are the state and input vectors and E,A ∈ ℜn×n, B ∈ ℜn×m

detE = 0 and det[Es−A] ̸= 0 for some s ∈C (the field of complex numbers). (19)

Let Uad be a set of all given admissible inputs u(t) ∈ ℜm of the system (18). A set of all
initial conditions x0 ∈ ℜn for which the equation (18) has a solution x(t) for u(t) ∈Uad
is called the set of consistent initial conditions and is denoted by X0

c . The set X0
c depends

on the matrices E, A, B but also on u(t) ∈Uad [11].
Now let us consider the fractional descriptor continuous-time linear system with

regular pencil satisfying (19)

E
dαx(t)

dtα = Ax(t)+Bu(t), x(0) = x0 (20a)

y(t) =Cx(t), x(0) = x0 (20b)

where 0 < α < 1 is the fractional order and x0 ∈ ℜn, u(t) ∈ ℜm are the state and input
vectors and E,A ∈ ℜn×n, B ∈ ℜn×m, C ∈ ℜp×n.

Definition 5 The fractional descriptor systems (20) is called (internally) positive if
x(t) ∈ ℜn

+, y(t) ∈ ℜp
+, t ­ 0 for every consistent nonnegative initial condition x0 ∈ X0

c+
and all admissible inputs u(t) ∈ Uad+, where X0

c+ and Uad+ are the sets of nonnegative
consistent initial conditions and nonnegative admissible inputs, respectively.

A matrix Q∈ℜn×n
+ is called monomial if its every row and column contains only one

positive entry and its remaining entries are zero. The inverse matrix Q−1 of the monomial
matrix Q has only nonnegative entries, i.e. Q−1 ∈ ℜn×n+ [13].

It is assumed that using elementary row and column operations [14, 24] it is possible
to reduce the pair (E,A) to the form

P[Es−A]Q = Ēs− Ā (21a)

where

Ē =

[
In1 0
0 0

]
, Ā =

[
Ā11 Ā12

Ā21 Ā22

]
,

(21b)
Ā11 ∈ Mn1 , Ā22 ∈ Mn2 , Ā12 ∈ ℜn1×n2

+ , Ā21 ∈ ℜn2×n1
+ ,
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and n1 = rankE, n2 = n− n1. P ∈ ℜn×n is a matrix of elementary row operations and
Q ∈ ℜn×n

+ is a monomial matrix of elementary column operations. The matrix P can be
obtained by performing the elementary row operations and the matrix Q by performing
the elementary column operations on identity matrix In, respectively [14, 12]. Note that
if Q is a monomial matrix then x̄(t) = Q−1x(t) ∈ ℜn

+, t ­ 0 for every x(t) ∈ Ren
+, t ­ 0

since Q−1 ∈ ℜn×n
+ .

Theorem 6 The descriptor continuous-time linear system (20) for Bu(t) = 0 is positive
and asymptotically stable if and only if there exists a pair of elementary operations
matrices (P,Q) satisfying (21) such that the coefficients of the polynomials

p1(s) = det

[
In1s− Ā11 −Ā12

−Ā21 −Ā22

]
= ān1sn1 + ān1−1sn1−1 + ...+ ā1s+ ā0 (22a)

and
p2(s) = det[In2s− Ā22] = sn2 +an2−1sn2−1 + ...+a1s+a0 (22b)

are positive, i.e. ā j > 0, j = 0,1, ...,n1 and ai > 0, i = 0,1, ...,n2 −1.

Proof is given in [24].

4. Realization problem for positive fractional linear systems

The transfer matrix of the fractional descriptor continuous-time linear system with
regular pencil is given by [22]

T (λ) =C[Eλ−A]−1B ∈ ℜp×m(λ) (λ = sα) (23)

The improper transfer matrix (23) can be decomposed into strictly proper transfer matrix
Tsp(λ) and the polynomial matrix P(λ), i.e.

T (λ) = Tsp(λ)+P(λ) (24a)

where
P(λ) = D0 +D1λ+ ...+Dqλq ∈ ℜp×m[λ], q = µ−1 (24b)

and µ is the nilpotency index.
Using one of the well-known methods [7, 13, 17, 21, 22] we may find a positive

asymptotically stable realization (11) of Tsp(λ) and from (12) the desired positive
asymptotically stable realization of T (λ). Therefore, Procedure 1 can be applied to
compute the desired positive asymptotically stable realization (12) of T (λ) by replacing
sα by λ.
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Example 1. Find a positive asymptotically stable realization (12) of the transfer matrix

T (λ) =

 2λ3 +5λ2 +5λ+4
λ+1

3λ2 +7λ+3
λ+2

λ3 +2λ2 +2λ+5
λ+2

λ3 +5λ2 +7λ+4
λ+3

 . (25)

Using Procedure 1 we obtain the following.

Step 1. The transfer matrix (25) has the strictly proper transfer matrix

Tsp(λ) =

 2
λ+1

1
λ+2

1
λ+2

1
λ+3

 (26)

and the polynomial matrix

P(λ) =

[
2λ2 +3λ+2 3λ+1

λ2 +2 λ2 +2λ+1

]
= D0 +D1λ+D2λ2, (q = 2) (27a)

where

D0 =

[
2 1
2 1

]
, D1 =

[
3 3
0 2

]
, D2 =

[
2 0
1 1

]
. (27b)

Step 2. The strictly proper transfer matrix (26) can be rewritten in the form

Tsp(λ) =
1

(λ+1)(λ+2)(λ+3)

[
2(λ+2)(λ+3) (λ+1)(λ+3)
(λ+1)(λ+3) (λ+2)(λ+1)

]
(28)

and the well-known Gilbert method can be applied to find its positive asymptoti-
cally stable realization [7, 13, 25] since the poles of (28) are distinct and negative
(λ1 = −1, λ2 = −2, λ3 = −3). Following the Gilbert method we compute the
matrices

T1 =
1

(λ+2)(λ+3)

[
2(λ+2)(λ+3) (λ+1)(λ+3)
(λ+1)(λ+3) (λ+2)(λ+1)

]
λ=−1

=

[
2 0
0 0

]
,

(29a)

r1 = rankT1 = 1, T1 =C1B1, C1 =

[
2
0

]
, B1 = [ 1 0 ],

T2 =
1

(λ+1)(λ+3)

[
2(λ+2)(λ+3) (λ+1)(λ+3)
(λ+1)(λ+3) (λ+2)(λ+1)

]
λ=−2

=

[
0 1
1 0

]
,
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(29b)

r2 = rankT2 = 2, T2 =C2B2, C2 =

[
1 0
0 1

]
, B2 =

[
0 1
1 0

]
,

T3 =
1

(λ+1)(λ+2)

[
2(λ+2)(λ+3) (λ+1)(λ+3)
(λ+1)(λ+3) (λ+2)(λ+1)

]
λ=−3

=

[
0 0
0 1

]
,

(29c)

r3 = rankT3 = 1, T3 =C3B3, C3 =

[
0
1

]
, B3 = [ 0 1 ].

Thus, the positive asymptotically stable realization of (26) has the form

A = block diag[Ir1λ1, Ir2λ2, Ir3λ3] = diag[−1,−2,−2,−3],
(30)

B =

 B1

B2

B3

=


1 0
0 1
1 0
0 1

 , C = [ C1 C2 C3 ] =

[
2 1 0 0
0 0 1 1

]
.

Step 3. Using (12), (27) and (29) we obtain the desired positive asymptotically stable
realization of (25) in the form

Ē =


I4 0 0 0
0 0 0 0
0 I2 0 0
0 0 I2 0

∈ℜn̄×n̄
+ , Ā =


A B 0 0
0 I2 0 0
0 0 I2 0
0 0 0 I2

∈Mn, B̄ =


0
−I2

0
0

 ∈ ℜn̄×2
+ ,

(31)
C̄ = [ C D0 D1 D2 ] ∈ ℜ2×n̄

+ , n̄ = n+(q+1)m = 4+3 ·2 = 10.

and the matrices A, B, C, D0, D1, D2 are given by (30) and (27b).

5. Concluding remarks

The method for computation of positive asymptotically stable realizations of frac-
tional descriptor continuous-time linear systems with regular pencils has been proposed.
The method is based on the decomposition of the given improper transfer matrix T (λ).
The desired positive asymptotically stable realizations of T (λ) can be computed by the
use of Procedure 1. The method has been illustrated by the example. The method can
be extended to fractional descriptor discrete-time linear systems. An open problem is an
extension of the method to fractional descriptor continuous-discrete linear systems.
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