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Abstract. The article presents the resource-constrained project scheduling problem with the maximisation of discounted cash flows from

the contractor’s perspective: with cash outflows related to starting individual activities and with cash inflows for completing project stages

(milestones). The authors propose algorithms for improving a forward active schedule by iterative one-unit right shifts of activities, taking

into account different resource flow networks. To illustrate the algorithms and problem, a numerical example is presented. Finally, the

algorithms are tested using standard test problems with additionally defined cash flows and contractual milestones.
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1. Introduction

The Resource Constrained Project Scheduling Problem (RCP-

SP) has been the subject matter of numerous research stud-

ies. From the practical perspective, project scheduling supple-

mented with an analysis of economic effects of the planning

decisions made is of utmost importance. An analysis of finan-

cial effects is most often carried out taking into consideration

changes in the value of money in time, by computing the Net

Present Value (NPV) of cash flows at the assumed discount

rate. Research into NPV maximising for the project schedul-

ing problem was initiated by Russell in 1970 (the Max-NPV

model [1]). Since then, numerous optimisation models for

the RCPSP with Discounted Cash Flows (RCPSPDCF) have

been considered. Recent results in this field include [2–6].

For a detailed description of to-date research, models and

algorithms used for optimising project NPV the reader is

referred to review papers, including [7, 8]. This paper dis-

cusses selected problems pertaining to the optimisation model

analysed.

Net Present Value of project is optimised from the con-

tractor’s or customer’s (principal’s) perspective. In this pa-

per, NPV maximising from the contractor’s perspective is

studied; in this case, cash inflows (positive cash flows) are

the customer’s payments to the contractor for tasks per-

formed, while cash outflows (negative cash flows) are the

customer’s expenses incurred in connection with the exe-

cution of the project’s activities. The contractor’s expenses

are, as a rule, more frequent than payments the contractor

receives and expense amounts depend on numerous factors,

including materials acquisition cost and resources commit-

ment.

The drivers of the project’s NPV include the schedule of

the customer’s payments to the contractor. The research pa-

pers [2, 9, 10] analyse the Payment Project Scheduling (PPS)

problem, in which there are established rules for financial

settlements between the customer and the contractor, that is

the aggregate of the customer’s payments under the project,

number of payment tranches, amounts and deadlines of in-

dividual payments. The PPS problem is examined from the

contractor’s perspective [2, 10], as well as from the princi-

pal’s perspective [11]. Solutions are also sought for satis-

factory for the both parties: the customer and the contrac-

tor [12].

Amounts and dates of individual cash flows should take

into consideration numerous factors, such as activity execu-

tion cost, work progress, project execution progress etc. The

customer’s and the contractor’s expectations in this scope di-

verge: the contractor is interested in receiving the customer’s

payments as soon as possible, while the customer would rather

delay payments, preferably, the customer would pay only after

the complete project execution. The research studies [2, 10]

examine various payment models, including:

• Lump-Sum Payment (LSP);

• Payments at Event Occurrences (PEO), e.g., upon the com-

pletion of selected milestones or upon the completion of

certain activities – Payments at Activities’ Completion

(PAC) times;

• Equal Time Intervals (ETI) (with a predefined number of

payments) or Progress Payments (PP) in time intervals with

undefined number of payments made until the project com-

pletion time.

Customer-contractor settlement models also include a bonus-

penalty system [4–6, 13, 14]. Penalties are imposed for a fail-

ure to complete the execution of the project or its milestones

by the predefined dates, and bonuses are awarded for work

completion ahead of the schedule. Time windows are defined,
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there is such time intervals that work completed within them

is neither awarded, nor penalised. Models are also analysed

with project settlement in milestones for a Multi-Mode RCP-

SP (MMRCPSP) [15, 16].

In this paper, the authors analyse the project scheduling

problem with limited availability of resources, with prede-

fined milestones and a single mode of activity execution:

Single-Mode RCPSP. The authors discuss their own optimisa-

tion model [4–6, 14] with financial settlements in milestones,

where the objective function is Net Present Value maximisa-

tion – aggregate discounted cash flows with the customer’s

payments for milestone completion, a system of penalties for

late execution of project milestones and the contractor’s out-

flows related to activity execution.

For the RCPSP, forward scheduling or backward schedul-

ing is used most often, with activity list decoding with use

of a serial or parallel SGS (Schedule Generation Scheme)

[17]. For the problem considered, forward scheduling is

analysed, improvable by right shifts of activities. It is,

for instance, a good idea to delay activities whose right

shift in time does not delay project milestone comple-

tion.

The objective of this paper is to present new iterative

right-shift algorithms and to prove their effectiveness for the

project settlement in milestones with the maximisation of

aggregate DCF. Right shifts are performed with a prede-

fined resource allocation to activities taking into considera-

tion ordering and resource constraints. To illustrate the prob-

lem and algorithms, a computation example is presented. Fi-

nally, results of computation experiments are analysed for

test instances from the Project Scheduling Problem LIBrary

(PSPLIB) [18], with additionally defined cash flows and mile-

stones.

2. Problem formulation

This paper analyses the Resource Constrained Project

Scheduling Problem, where activity (task) pre-emption is

not allowed and each activity is executed in a single pre-

defined mode, known as the non-pre-emptive single-mode

RCPSP.

For the purposes of formulating the cash flows optimisa-

tion problem from the contractor’s perspective, the following

assumptions have been adopted:

• the contractor’s inflows are the customer’s payments made

exactly at the project milestone completion times;

• delayed milestone execution reduces the customer’s pay-

ment; a contractual penalty is imposed for the delay;

• the contractor incurs the activity execution cost connected

with, inter alia, use of resources, materials, transport etc.;

• the expenditure is expensed at the time of planned com-

mencement of activity execution as per the baseline sched-

ule;

• all of the contractor’s expenses are attributable to project

activities.

Table 1 lists the symbols used while defining NPV opti-

misation model for a project settled in milestones.

Table 1

Symbols

G(V, E) – acyclic directed graph depicting the project in the AON

(Acivity On Node) representation;

V – set of vertices (nodes) representing project activities;

E – set of edges (arcs) representing ordering relations be-

tween project activities;

n – number of project activities;

i – index of an activity, i= 0, 1,. . . , n, n+1; activities 0 and

n+1 represent the initial and final vertices, respectively,

of the graph G(V, E);

di – duration of activity i;

STi – start time for activity i as per the current schedule;

FTi – finish time for activity i as per the current schedule (FTi

= STi + di);

K – number of types of renewable resources;

k – index of a resource type, k = 1, . . . , K;

ak – number of available resources of type k at any time dur-

ing project execution;

rik – number of type k resources used in the execution of ac-

tivity i;

A(t) – set of activities being executed in the time interval [t−1,

t];

M – number of project milestones;

m – index of a project milestone, m = 1, . . . , M ;

δm – contractual completion time for milestone m;

∆m – completion time for milestone m as per the current sched-

ule;

Jm – set of activities to be executed in milestone m;

NCFi – Negative Cash Flows, the contractor’s expenditure on the

execution of activity i, incurred at the activity start time;

Pm – the customer’s contractual payment for the execution of

milestone m;

Cm – contractual unit cost of delay in the execution of mile-

stone m;

PCFm – Positive Cash Flows, the customer’s payment for the exe-

cution of milestone m determined for the current sched-

ule, with cost of execution delay, if any, included;

α – discount rate;

ER – set of additional edges, i.e. pairs (i, j) of activities with

no ordering relations between them in the original ac-

tivity netwerk (graph) G(V, E), but with resource flows:

f(i, j, k) > 0;

EU – set uf unavoidable arcs;

f(i, j, k) – for a given resource type k, number of resources trans-

ferred from finishing activity i to starting activity j.

The NPV maximisation model with cash flows defined

for activities and milestones may be described with following

formulae (1)–(5).

Maximise

F =
n∑

i=1

(NCFi · e
−α·STi) +

M∑

m=1

(PCFm · e−α·∆m), (1)

with the following constraints:

∀(i, j) ∈ E : STi + di ≤ STj, (2)

∀t ∀k :
∑

i∈A(t)

rik ≤ ak (3)

and with the following milestones:

∆m = max
i∈Jm

(FTi), (4)
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PCFm = Pm − Cm · max(∆m − δm, 0). (5)

The objective of scheduling is to determine the vector of activ-

ity start times STi maximising the value of the objective func-

tion F (see formula (1)). Ordering relations of the finish-start

without zero-lag type occur between activities (see formu-

la (2)). Activities are performed with use of limited renewable

resources, whose constant availability is ak (k = 1, . . ., K) at

any time t (see formula (3)).

The schedule looked for should take into consideration

project milestones (see formulae (4), (5)). If milestone ex-

ecution is delayed, the schedule is still executable, but the

customer’s payments are reduced (see formula (5)), which in

turn reduces aggregate DCF (see formula (1)). Milestone ex-

ecution ahead of the schedule is to the contractor’s benefit,

owing to the customer’s earlier payment and the resulting in-

crease in the payment DCF.

The model with project settlement in milestones, devel-

oped herein, is favourable to the contractor, who thus receives,

from the customer, funds which the contractor may use to fi-

nance its operations (activity execution, purchase of materials

etc.) before work completion. From the customer’s perspec-

tive, early payments are not advisable, but project settlement

in milestones enables the customer to monitor project exe-

cution progress and the contractual penalty system urges the

contractor to timely execute the project.

3. Iterative right-shift algorithms

To-date research into project scheduling with NPV maximi-

sation has not covered the problem with project settlement

in milestones in the form discussed herein. While milestone-

related cash flows have been considered for the MMRCPSP

problem [15, 16], the optimisation models used therein differ

from the one presented in this paper.

In the problem under discussion, cash outflows occur at

activity commencement times. Therefore, it is advisable to

start activity execution as late as possible, thus reducing DCF

for the contractor’s expenses. On the other hand, the earlier

a milestone is completed, the larger is the value of the objec-

tive function F (the customer’s earlier payments mean higher

NPV). Thus it is beneficial to delay (right-shift in the sched-

ule) those activities whose delay does not affect milestone

execution times.

The research papers discuss various procedures (review

thereof is included in [19]) for solution improvement by activi-

ty shifts. However, those procedures do not apply to a problem

with predefined milestones. They are applied to RCPSPDCF

models, in which activities are ascribed outflows and/or in-

flows [3, 19–22]. For identifying a solution dedicated to the

problem discussed, the authors propose using iterative right-

shift algorithms. The first one, the RS1 algorithm, is presented

in Fig. 1 [4].

The operation of the RS1 algorithm starts with the cre-

ation of schedule S in which activity execution start times

are determined, taking into consideration order and resource

constraints, with the optimisation of the objective function F ,

without right shifts of activities. The RCPSP problem, being

a generalisation of the Job Shop problem, is NP-hard [23];

for this reason, for large projects, the solution S is generated

with use of approximate algorithms, such as SA (Simulated

Annealing) metaheuristics, genetic algorithms etc. For a re-

view of the algorithms used and comparison of their effective-

ness, we refer the reader to papers [24–26]. In this paper, the

authors use simulated annealing metaheuristics [27], whose

effectiveness has been confirmed by testing thereof for the

RCPSP problem with, inter alia, minimisation criterion for

project execution time [24, 25, 28]. Herein, the function F is

used as the objective function during the search for a schedule

S with SA metaheuristics.

Fig. 1. RS1 algorithm

The schedule S having been found, allocation of resources

to activities is performed. Resource allocation algorithms are

discussed in the next section. Predefined resource allocation

renders right shifts of activities easier [4]. The problem of re-

source constraints is thus solved. Consequences to the sched-

ule of a delay in activity starting admit unique determination.

At the next step of the algorithm operation, the sched-

ule S* with resource allocation is improved. In consecutive
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iterations, unit right shifts of individual activities are tested

and such rearrangement of the schedule is performed which

maximises the objective function F . The procedure stops at

the iteration in which no right shift is identified which would

increase the value of objective function F .

It should be noted that during initial iterations of the

RS1 algorithm, the right shifts performed introduce larger

rearrangements of the schedule (as they simultaneously delay

starting times of numerous other activities). Therefore, the

right shift of a given activity group can also force the right

shift of such other activities whose delay brings about an ad-

verse effect. For this reason, the authors propose the following

RS2 procedure presented in Fig. 2.

Fig. 2. RS2 algorithm

In the RS2 algorithms, shifts are performed step by step.

In consecutive iterations, right shifts are analysed of activities

arranged according to decreasing start times in schedule S.

An activity is shifted right by 1, until its start so delayed stops

increasing the value of F .

4. Resource allocation

For a fixed nominal schedule (that is specified activity start

times ST1, . . . , STn), numerous resource allocations are pos-

sible for which RS1 and RS2 generate different solutions in-

volving right shifts.

The resource allocation problem for the RCPSP problem

is strongly NP-hard for just one resource type [29]. To model

the problem, a resource flow network is used including the

edges of the original activity network G(V, E) and the set

ER of additional edges. A resource flow network is composed

of all pairs (i, j) of vertices (activities) for which non-zero

resource flow occurs: f(i, j, k) > 0. The aggregate resources

of a given type entering the vertex equals the aggregate re-

sources of the type exiting the vertex and is denoted by rik

(for each resource type k) [30]. The aggregate of all resources

of a given type exiting the initial activity 0 and the aggregate

of all resources of the type entering the final activity n + 1
are both equal to ak (for each resource type k).

The resource allocation problem is analysed for proac-

tive, robust scheduling, where among the objectives, there

is minimisation of the number of additional edges [30, 31],

maximisation of aggregate flows between individual activi-

ties, minimisation of the effect of potential disruptions [30]

etc. For a review of resource allocation algorithms, the reader

is referred to papers [30, 32]. In this paper, the procedures

are described used in computational experiments.

Each additional arc (edge) in ER means a new ordering

constraint, which reduces schedule robustness. Intuitively, the

same is true for the problem analysed: the fewer the num-

ber of additional, non-technological ordering constraints, the

more room for activity shifts. Accordingly, it seems justified

to use known procedures of robust resource allocation to cre-

ate a resource flow network included in the iterative right-shift

algorithm.

In the simplest allocation procedure, BasicChaining, ac-

tivities are allocated to the first free chains connected with

consecutive resources. Executable resource flow networks are

created, without consideration of optimising criteria, frequent-

ly with an excessive cardinality of ER. Iterative Sampling

Heuristic (ISH) [31] is a procedure generating fewer addi-

tional edges than BasicChaining does. Activities with a de-

mand for a given resource larger than 1 are allocated with a

view to maximising the number of chains in common with the

most recent activities in available chains. The ISH procedure

ignores the original network (graph) G(V , E). In the ISH2

algorithm, each analysed activity i = 1, . . ., n is first allocated

to chains in which the last activity is the direct predecessor

of activity i. Another algorithm, ISH-UA [33], operates sim-

ilarly to ISH2, with the procedure of identifying unavoidable

arcs launched first [30]. A given activity is first allocated to

chains in which the last activity is the direct predecessor of

the activity being allocated or is connected to it with an un-

avoidable arc.

The authors also propose the RALS (Resource Allocation

with Local Search) algorithm [33], presented in Fig. 3.

The operation of the RALS algorithm starts with the

identification of unavoidable arcs, which are in each iteration

added to the set ER. Then the LRA list is created defining the

order of activities during allocation. Prior to the launch of

the RALS algorithm, the activities are arranged in the LRA

list in the increasing order of their respective start times in

schedule S. Activities sharing the same start time STi are

arranged in the decreasing order of their respective demand

for resources. The improvement of resource allocation con-

sists in the rearrangement of activities in the LRA list at times

at which more than one activity start. Groups are created of

activities with the same start time. Local search of solutions

proceeds as follows: a group of activities subject to shift is

chosen at random, with the probability of choosing a group

proportional to its size, which means that a group of a larger

number of activities is, on average, relocated more often.

Then a relocation is performed resulting in a rearrangement
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Fig. 3. RALS algorithm

of activities within the chosen group, and thus in the LRA

list. Rearrangements within a group are of three types: Swap,

Insert and Random activity order [33]. Based on the order

of activities in the PA list, resources are allocated to the cur-

rent activity i. After the rearrangement, resource allocation is

generated for the current LRA list, which is now compared

with the then best solution. Allocation is assessed against two

criteria: maximisation of the flex metric [34] (this criterion

is equivalent to the minimisation of the number of additional

arcs) and maximisation of the value of objective function F

determined for the schedule with shifts found with the RS2

algorithm. The order of activities in the LRA list for the better

of these two resource allocations is stored in the memory to

be modified in the next iteration.

Resource allocation resolves itself into determining, at

consecutive times t = STi, resource flows from all activities

which have freed the currently available resources to activ-

ity i. To empty set PA, the activities are added which are

connected to activity i with an edge and which are final ver-

tices of resource chains at time STi. If the aggregate resources

freed by the activities in PA are lower than the demand for

the resources from activity i, than the missing resources and

the related activities are identified. From among the activities

which are final vertices in available resource chains at time

STi and are not in PA, activities are chosen at random and

added to PA until the aggregate resources freed by the activ-

ities in PA are at least equal to the demand for that resource

type from activity i. The next step consists in resource allo-

cation to activity i by way of creating appropriate resource

flows f(j, i, k) between activities, with activity j in PA. If

edge (j, i) is not in E ∪ ER, it is added to the set of addi-

tional arcs ER and taken into consideration in the allocation

of other resource types.

5. Illustrative example

The exemplifying project [5] consists of eight activities per-

formed with availability of a single resource type set at 10.

Three settlement milestones are defined. For the purposes of

NPV computing, the discount rate of α = 0.05. Figure 4

presents the AON activity network for the project with all

parameters of the optimisation model analysed.

Fig. 4. Activity network with milestones
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In the authors’ method, an active schedule (without right

shifts of activities) is created with use of a serial SGS. This

schedule is then improved by right shifts of activities. A sam-

ple schedule S without right shifts, with the 67.67 value of

objective function F is shown in Fig. 5. It can be generat-

ed, for instance, for the activity list {1, 2, 3, 4, 7, 6, 5, 8}.

Activity start times in solution S are: ST1 = 0, ST2 = 0,

ST3 = 3, ST4 = 3, ST5 = 5, ST6 = 5, ST7 = 5, ST8 = 8,

ST9 = 10. All milestones are executed as scheduled (∆1 = 3,

∆2 = 8, ∆3 = 10 against contractual deadlines δ1 = 3,

δ2 = 8, δ3 = 11).

Fig. 5. Schedule S without right shifts; F = 67.67

The value of objective function F can be increased by right

shifts of those activities in schedule S whose delay does not

affect milestone completion times. Without resource alloca-

tion to activities during the right-shift procedure it is difficult

to include resource constraints in the solution. Depending on

the resource allocation performed, the proposed RS1 and RS2

algorithms generate different schedules S′. Resource alloca-

tions are preferred with the lowest number of additional arcs.

The additional ordering constraints resulting from the resource

allocation chosen may reduce the number of activities whose

shifts increase project NPV [4]. It should be noted, however,

that some additional arcs would not adversely affect the qual-

ity of solutions generated by the right-shift algorithms RS1

and RS2.

For schedule S, resources are transferred between activi-

ties at times t = 3, t = 5 and t = 8. There are no unavoidable

arcs.

At time t = 8, additional arcs (6, 8) and (5, 8) may appear.

For the problem and right-shift algorithms analysed, such re-

source allocation is preferred in which these arcs do not ap-

pear, that is when all three resources required for the execution

of activity 8 are transferred from activity 7 (the precedence

relation occurs between activities 7 and 8 in the original AON

network). For such resource allocation, the RS1 and RS2 al-

gorithms will generate a solution in which activities 5 and 6

are right-shifted by 4 and 2, respectively. With the allocation

in which additional arc (5, 8) occurs, activity 5 may be right-

shifted by 2 only. Now if additional arc (6, 8) occurred, the

right-shift of activity 6 would reduce the project NPV as the

completion of milestone 3 would then be delayed.

At time t = 5, any of additional arcs (3, 5), (3, 7), (3,

8), (4, 5) and (4, 7) may appear. As a result of allocation, at

least three of them will appear, but none of them unavoidable.

It should be noted that, irrespective of the allocation chosen,

a right-shift of activity 3 would reduce the project NPV. On

the other hand, a right-shift of activity 4 may increase the val-

ue of F . Therefore, in the course of allocation, such transfer

of resources between activities is advisable which does not

lead to the appearance of additional arcs which would limit

the feasibility of shifting activity 4.

At time t = 3, any of additional arcs (1, 4), (2, 3) and

(2, 4) may appear. As a result of allocation, at least one of

them will appear, but none of them is unavoidable. Resource

allocation at t = 3 has no effect on the quality of the gener-

ated solution with right shifts, because, in the exemplifying

project, right shifts of activities 1 or 2 reduce the project NPV

as a result of a delayed completion of milestone 1.

Figure 6a presents schedule S with a sample resource al-

location, with the minimum number of additional arcs. The

related resource flow network is presented in Fig. 6b (with

additional arcs drawn as broken arrows). Figure 6c sets forth

the schedule with right shifts generated by RS1 or RS2.

The solution with right shifts presented in Fig. 6c is not

optimal. The value of objective function F is 68.98 and is by

1.31 larger than the value for schedule S in Fig. 2, owing to

the right shifts of activities 5 and 6. However, the resource al-

location performed brought about the appearance of arc (4, 7),

whose presence renders the right shift of activity 4 adverse,

as it reduces the project NPV.

Schedule S with a sample resource allocation which

would be optimal for the problem considered is shown in

Fig. 7a. The related resource flow network is presented in

Fig. 7b, while Fig. 7c sets forth the related schedule with

right shifts.

For the schedule presented in Fig. 7c, the value of objec-

tive function F is 69.80. The solution can be found by both

RS1 and RS2 algorithm. The RS1 procedure performs, in se-

quence, the following unit right shifts: activity 4 (objective

function F increases from 67.67 to 68.66, start times of ac-

tivities 5 and 6 are delayed by 1, too); activity 4 (F increases

from 68.66 to 69.60, start times of activities 5 and 6 are de-

layed by 1, too); activity 5 (F increases from 69.60 to 69.70);

and, finally, activity 5 (F increases from 69.70 to 69.80). With

use of the RS2 procedure, right shifts are performed in the

order of activity finish times in schedule S. The activities

analysed are, in sequence: activity 8 (the shift reduces F );

activity 7 (the shift reduces F ); activity 6 (the two-unit shift

increases F from 67.67 to 68.56); activity 5 (the four-unit

shift increases F from 68.56 to 68.98); activity 4 (the two-

unit shift increases F from 68.98 to 69.80); activity 3 (the

shift reduces F ); activity 2 (the shift reduces F ); and, finally,

activity 1 (the shift reduces F ).

The schedule in Figs. 7a,c includes five additional arcs,

more than the schedule in Figs. 6a,c (three additional arcs);

despite this, the RS1 or RS2 procedure generates a solution

with a higher NPV.
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a)

b)

c)

Fig. 6. a) Schedule S with a sample feasible resource allocation with

the minimum number of additional arcs, b) resource flow network

for resource allocation of Fig. 6a, c) solution with right shifts for

schedule with resource allocation of Fig. 6a

a)

b)

c)

Fig. 7. a) Schedule S with resource allocation for which RS1 or RS2

generates the best solution with right shifts, b) resource flow network

for resource allocation of Fig. 7a, c) the best solution, generated by

RS1 or RS2 for schedule with resource allocation of Fig. 7a

The example analysed proves that for the same original

schedule, but different resource allocations, right-shift sched-

ules can be generated with different values of the objective

function F . It is reasonable to examine known resource allo-

cation algorithms for their effectiveness in solving the prob-

lem considered. These algorithms search for allocations which

minimise the quantity of the resources used. However, such

allocations may not prove optimal for the problem considered.

It might prove advisable to use the proposed algorithm of re-

source allocation with local search with a view to maximising

the objective function F .

6. Computational experiments

Computational experiments were run on a computer equipped

with an Intel Core I7, 3.0 GHz processor, 8 GB RAM, with

use of a program developed in the C# language and in the

Visual Studio.NET environment. 960 test instances from J30

(30-activity projects) and J90 (90-activity projects) from the

PSPLIB library [18] were used, with additionally defined four

milestones, generated by the LOSM procedure [33]. In each

test instance, the following parameter values were assumed

for financial settlements [4]: α = 0.01, P1 = 40, C1 = 1,
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P2 = 40, C2 = 1, P3 = 40, C3 = 1, P4 = 80 and C4 = 2.

Costs NCFi were determined as proportional to demand for

resources from, and duration of, activity i, assuming that ag-

gregate costs of all activities are 100.

The experiments have been designed to verify the effec-

tiveness of the proposed right-shift procedures RS1, RS2 and

the effect of the resource allocation algorithm used on the

solutions generated. The experiments and analysis thereof do

not cover the selection of parameters for the SA algorithm

generating a schedule without right shifts. The following set-

tings of the SA algorithm have been used [4]. Coding: activity

list, forward scheduling; decoding procedure: serial SGS; ini-

tial solution and cooling scheme parameters determined in

the tuning phase; number of solutions analysed in the tuning

phase: 200; number of examined solutions: 5000; movement:

Insert, cooling scheme: logarithmic.

All improvement procedures, with various parameters, are

tested on the same schedules determined with use of the sim-

ulated annealing metaheuristics. The average value of the ob-

jective function F for the schedule without right shifts, and

for the J30 and J90 sets is 53.2017 and 32.7414, respectively.

The use of right-shift procedures increases the project NPV

for each test instance. Tables 2 and 3 set forth the results of

the computational experiments run.

The choice of parameters primarily refers to a shift proce-

dure (RS1 or RS2) and resource allocation procedure (Basic

Chaining, ISH, ISH2, ISH-UA or RALS). For the search

of solution space under the RALS algorithm, the movements

Insert, Swap and Random activity order are used. The num-

ber of iterations (movements performed with the analysis of

allocation obtained) is 100 or 1,000. In the course of algo-

rithm operation, the quantity optimised is the flex metric or

the objective function F determined for a schedule with right

shifts generated with the RS2 algorithm.

For 30-activity projects (from the J30 set), all solutions

with resource allocation determined with use of the RALS al-

gorithm are, after 1,000 iterations, identical to the best sched-

ule found. For 90-activity projects (from the J90 set), the RS2

algorithm proves best, with resource allocation generated by

the RALS procedure after 1,000 iterations, with use of the

movement Random activity order and the maximisation of F

as the assessment function.

The right-shift procedure selected (RS1 or RS2) has no

material effect on the value of objective function F for the

schedules generated. For just few test instances, the RS2 algo-

rithm generates solutions slightly better than those generated

by RS1. The solutions determined by the RS2 procedure are

in each case better or at least identical to those generated by

the RS1 procedure.

The resource allocation algorithm used has a larger effect

on the NPV of schedules generated. Among simple proce-

dures (without local search), the best solution was obtained

for resource allocations determined with use of the ISH-UA

algorithm. The RALS algorithm proved most effective, but

also most time consuming. The best search technique is Ran-

dom activity order. The research conducted indicates that the

optimisation of the objective function F leads to better re-

source allocations than the optimisation of the flex metric.

For procedures other than RALS, the following relations can

be observed: the higher the value of flex (the lower the number

of additional arcs), the higher the value of the objective func-

tion F for a schedule generated by RS1 or RS2. On the other

hand, in the event of the RALS procedure, in the assessment

of resource allocation, the minimisation of the number of ad-

ditional arcs (equivalent to the maximisation of flex) proves

less effective than the maximisation of F .

Table 2

Results of computational experiments for test projects from the J30 set

Parameters tav [s] flex
RS1 RS2

Fav #Fmax Fav #Fmax

Basic Chaining 0.0019 0.302 53.7721 46 53.7805 56

ISH 0.0014 0.311 53.8393 115 53.8395 117

ISH2 0.0014 0.339 53.9562 267 53.9572 269

ISH-UA 0.0017 0.345 53.9924 376 53.9926 378

RALS: i0, r0, m0 0.1109 0.355 54.0056 433 54.0057 434

RALS: i0, r0, m1 0.1337 0.346 54.0125 463 54.0125 464

RALS: i0, r1, m0 0.1105 0.355 54.0127 467 54.0127 467

RALS: i0, r1, m1 0.1336 0.346 54.0133 470 54.0133 470

RALS: i0, r2, m0 0.1107 0.356 54.0138 473 54.0138 473

RALS: i0, r2, m1 0.1340 0.346 54.0154 480 54.0154 480

RALS: i1, r0, m0 1.0927 0.355 54.0154 480 54.0154 480

RALS: i1, r0, m1 1.3256 0.346 54.0154 480 54.0154 480

RALS: i1, r1, m0 1.0925 0.355 54.0154 480 54.0154 480

RALS: i1, r1, m1 1.3235 0.346 54.0154 480 54.0154 480

RALS: i1, r2, m0 1.0925 0.357 54.0154 480 54.0154 480

RALS: i1, r2, m1 1.3241 0.346 54.0154 480 54.0154 480

Here: tav – average computation time in the phase of resource allocation

construction and activity shifts, Fav – average value of the objective func-

tion F , #Fmax – number of solutions identical to the best ones identified

by all of the algorithms developed (from among 480 test instances), RALS

parameters: i0 – 100 iterations, i1 – 1000 iterations, r0 – movement In-

sert, r1 – movement Swap, r2 – movement Random activity order, m0 –

maximising flex, m1 – maximising F for a solution generated by RS2.

Table 3

Results of computational experiments for test projects from the J90 set

Parameters tav [s] flex
RS1 RS2

Fav #Fmax Fav #Fmax

Basic Chaining 0.0019 0.423 33.2227 0 33.2339 0

ISH 0.0014 0.427 33.3528 0 33.3544 0

ISH2 0.0014 0.444 33.5599 18 33.5644 22

ISH-UA 0.0017 0.450 33.6351 52 33.6359 52

RALS: i0, r0, m0 0.1109 0.462 33.6983 153 33.6987 155

RALS: i0, r0, m1 0.1337 0.449 33.7288 210 33.7289 211

RALS: i0, r1, m0 0.1105 0.461 33.7343 222 33.7347 222

RALS: i0, r1, m1 0.1336 0.449 33.7468 235 33.7468 235

RALS: i0, r2, m0 0.1107 0.461 33.7579 253 33.7582 253

RALS: i0, r2, m1 0.1340 0.449 33.7764 300 33.7768 300

RALS: i1, r0, m0 1.0927 0.464 33.7788 310 33.7788 310

RALS: i1, r0, m1 1.3256 0.449 33.7833 318 33.7835 318

RALS: i1, r1, m0 1.0925 0.464 33.7840 319 33.7840 319

RALS: i1, r1, m1 1.3235 0.449 33.7859 321 33.7859 321

RALS: i1, r2, m0 1.0925 0.464 33.7882 327 33.7882 327

RALS: i1, r2, m1 1.3241 0.450 33.8005 477 33.8011 480

For the meaning of symbols, see Table 2.
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Increasing the number of iterations improves the quality

of solutions found. Especially for 90-activity projects, increas-

ing the number of iterations above the 1,000 threshold can

increase the value of the objective function F .

7. Summary

The paper analyses the problem of DCF maximisation from

the contractor’s perspective. A new model is proposed for

projects settled in milestones. Solution improvement algo-

rithms are presented, using unit right shifts of activities for

an assumed resource allocation, with a view to maximising

the project NPV.

The results of the computational experiments run indicate

that the effectiveness of shift procedures depends primarily on

the assumed resource allocation. The best solutions are ob-

tained, when resource allocation is determined with use of the

authors-developed RALS algorithm (of local search) designed

to optimise right shifts of activities.

The problem discussed is of a current interest and mate-

rial from the practical perspective. The algorithms proposed

are versatile; they are applicable to, inter alia, other models

of NPV optimisation.
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