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Abstract

This paper presents an overview of algorithms foe-phase active power estimation using diggigna
processing in the time domain and in the frequatayain, and compares the properties of these #igusifo

a sinusoidal test signal. The comparison involvasomly algorithms that have already been published als:

a new algorithm. Addibnal information concerning some known algorithimslso included. We present
results of computer simulations in MATLAB and me&suent results gained by means of computer jiug-
boards, both multiplexed and using simultaneousatigampling. The se of new cosine windows witt
recently published iterative algorithm is also ud#d, and the influence of additive noise in thet gnal i
evaluated.
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1. Introduction

Measurement of power is an important part of elemtimeasurements and power quality
assessment, and many papers have been devoteddosvaspects of power measurement
(e.g. [1, 2]). This paper presents an overview armbmparison of algorithms for one-phase
active power estimation using digital signal preteg. The comparison involves not only
algorithms that have already been published, lsat alnew algorithm. Additional information
concerning some known algorithms is also includé&tk present the results of computer
simulations and measurement results acquired bysngfacomputer plug-in boards. Both are
performed in the MATLAB environment. The paper aiscdudes some examples of the use
of cosine windows of new classes designed by aitegative algorithnrecently published by
the authors of this paper [3]. The algorithm is iempented in a graphical user interface that is
accessible on the web.

Power is estimated by processing two input sigrnaig, corresponding to the voltage on
the load, while the other corresponds to the curpassing through the load. This paper
analyzes the bias caused by the power estimatidh &gorithms that are used, not including
the influence of the load voltage and load curcamverters. The algorithms are analyzed for
sinusoidal signals (which are the basic componeh&y multifrequency signal) and for the
general case of non-coherent sampling, i.e. als@ foon-integer number of sampled signal
periods. The transfer from the time domain to thegdiency domain is provided by the
Discrete-Time Fourier Transform (DTFT) and the Dée Fourier Transform (DFT, and its
fast version — the Fast Fourier Transform — FFT).

The active power estimation error is influencedtuy load phase, the voltage and current
DC components, the signal-to-noise ratio (SNR)eftoltage and of the current signals, the
number of samples per signal period, the window ihaised (window class and window
order), and by the non-coherency of the samplifng iffluence of the load phase, reduction
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of the influence of multiplexing using linear inp@tation, and the influence of non-coherent
signal sampling for several classical frequentlgcdugvindows and processing signals in the
time domain are analyzed in [4]. The paper inclua@gitional information, e.g. concerning
the efficiency of some recently defined cosine wind [3], the efficiency of better than linear
interpolation for error reduction when using a nmléxing DAQ board, and information
about a newly proposed method in frequency domgimasprocessing.

2. Investigated active power estimation methods

The active power is estimated as the average ofirtsiantaneous power in the time
domain as

N-1

1 1 .

P T J;v(t)l (t)dt O NnZ:v(n)l(n), (1)
whereP’ is active power estimatdy, is time of measurement (in the power definitiong on

signal period)v(n) andi(n) are sampled versions of continuous-time voltggeand current
i(t), andN is the number of acquired samples. The averages {dlucan also be found in the
frequency domain as the DC component of the DiscFaturier Transform (DFT) of the
instantaneous power. The measurement (sampling Tym=N Ts (Ts being the sampling
interval) can also be expressedlgs= (M + A) Tsig, where integeM is an integer number of
sampled periods (representing the number of sigaabdsTsic sampled completely) amtlis
the decimal part of the last sampled signal pef@d A<1). There isP =P for A =0
(coherent sampling), arl®@ # P for A £ 0 [4, 5]. Since exactly coherent sampling is usual
not possible (e.g. because of time changes of tiveepsystem frequency), the difference
betweenP’ and P (i.e. the bias of the measured active powecaused by non-coherent
sampling) has to be taken into account. It can bekedly reduced by instantaneous power
windowing and additional signal processing. Theatreé bias ofP estimation can be
expressed as

5, = : (2)

It should be noted that the period of instantanqmuwser is one half of the voltage and
current period.

Additional bias can be generated by non-simultasemmltage and current input signal
sampling when using low-cost multiplexed PC DAQ rldsa This bias can be suppressed by
various signal interpolations. The effect of lineaterpolation has been studied in [4]. A
comparison of the efficiency of linear interpolatiand spline interpolation (offered e.g. by
MATLAB) with processing signals without any intetpbon is shown for computer
simulation and a physical signal experiment in Eignd Fig. 2. The Hann window is used in
both cases. Fig. 1 shows the results of computaeulation, while Fig. 2 is based on
measurements using the low-cost National InstrusmB@l 6023E multiplexing DAQ board.
The curves for simultaneous sampling and for sphierpolation overlap in the part of Fig. 1
referring to 100 samples per signal period (denatettie figure af\Nyerr= 100). The curves
for linear and spline interpolation overlap in {h&t of Fig. 2 referring to 2000 samples per
signal period.
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Active power estimation, decresing influence of multiplexed sampling, computer

simulation
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Fig. 1. Relative bias of active power caused hy-sinultaneous sampling, Hann window, power esionat
in the time domain using windowing (WTD), 10 anddXamples/period, computer simulation.

Active power estimation, decreasing influence of mutiplexed
sampling, experimental results
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Fig. 2. Relative bias of active power caused by non-simekas sampling, Hann window, power estimation
method WTD. Experimental results for PCI 6023A DARg-in board.

The effect of non-simultaneous channel samplingbmaeliminated by using DAQ plug-in
boards with simultaneous channel sampling with pasdge ADC (nowadays usually of
sigma-delta type) in each channel (the authorsisfgaper used a PCl 4472 DAQ board), or
by using synchronized high-accuracy digital voltenstfor each signal channel sampling, as
in [5]. The fundamental cause of the active powscentainty component corresponding to
the noise in the data acquisition channels is trentization noise in each channel. This can
also be expressed by means of the signal-to-naise(SNR) [5].
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2.1. Power estimation in the time domain using windowing (WTD)

These algorithms use windowing of the instantangauger sequence to reduce the power
estimation bias. All signal processing takes placéhe time domain, i.e. DFT is not used.
Detailed information about these algorithms is enésd in [4]. Windowing markedly
decreases the active power estimation bias witreastng signal sampling time, depending
on the window that is used. The choice of a sugtabhdow allows the power to be estimated
with low bias in a short time. Windowing is appliedre to the instantaneous power. This
changes the active power value, so this power agtitmas to be corrected by a multiplication
factor depending on the window that is used.

The advantages of this method are low processing éind easy applicability for digital
signal processors.

2.2. Power estimation using interpolation and re-sampling in the time domain (I/RTD)

This method is not mentioned either in [4] or ifj.[bhe effect of non-coherent signal
sampling can also be reduced by interpolating #musnce of signal samples (i.e. using
interpolation in the time domain), truncating aneger number of signal periods and re-
sampling the interpolated signal so that an integenber of signal samples are obtained.
Any interpolation method can be used; the most lyidsed are staircase, linear and spline
interpolation.

Instead of interpolated signal re-sampling, it [sogpossible just to truncate the original
sample sequence to a length corresponding as glasglossible to an integer number of the
original analog signal periods (in this case howeWwET algorithms not requiring signal
length 2' samples have to be used). This shortens the relgpiceessing time, but residual
non-coherency of the sampling leads to a non-zenvep estimation bias. A hardware
realization of this method is used in some pregegtenergy analyzers. The application of
this method for signal amplitude and phase estonas described in [6].

A basic condition for successful application ofstimethod is that the signal period time
must be known with high accuracy. Frequency estonatas been studied by many authors
(recently e.g. in [7, 8, 9]). An error in signalrfpel time (or frequency) estimation is reflected
in residual non-coherency of signal sampling acdraesponding power estimation bias. This
bias can be reduced by signal windowing and byesming the signal sampling time.

The I/RTD method provides high-accuracy active poggtimation, but it is very sensitive
to the presence of sub-harmonic or inter-harmoompmonents in a multi-frequency signal.

2.3. Power estimation in the frequency domain using windowing (WFD)

Processing a signal in the frequency domain, ifeer dransforming the signal to the
frequency spectrum by a suitable type of Fourig@ngform, offers an illustrative reflection of
time-domain operations into the frequency domaimcé the active power is the DC
component of the instantaneous power, it can bedoeither as a mean value of the
instantaneous power by integration in the time dand), or as the DC component of the
normalized DFT spectrum of the instantaneous pol@Ef. spectrum normalization involves
dividing the spectrum bW (using a two-sided spectrum), whe¥eis the DFT length. If a
non-integer number of signal periods are sampleakdge of energy into the surrounding
frequency bins causes power estimation bias. Tieetedf sampling non-coherency can be
substantially reduced by instantaneous power wimggwas in the WTD method. The
normalized DC DFT component of the windowed instaebus power has to be corrected by
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the same multiplication factor as the instantanepawer DC component in the WTD
method.

Since the WTD method and the WFD method differ omlythe way of finding the
instantaneous power DC component, active powemasitns by these two methods are
practically identical.

2.4. Power estimation in the frequency domain using windowing and interpolation in the
frequency domain (WIFD)

In this method, information about all componentsvahdowed instantaneous power
spectrum is available to the user for increasirgydbcuracy of active power estimation. In
practice, more than one component of the instantaheower DFT spectrum in the
neighborhood of the DC component is used for agigeer estimation. If we know the
window spectrum and the DTFT and DFT spectrum efwindowed signal spectrum, we can
find the individual signal spectrum components e tsurroundings of the local DFT
spectrum maxima by various interpolated DFT meth@dg. [10, 11, 12]). In active power
estimation, the DC component of the instantaneasep spectrum has to be found. Its
fractional frequency bin is zero, and simplifiederpolation expressions can therefore be
used [5]. If a cosine window w) of orderL and of lengtiN defined by (3) is used,

L n
n=> Drcog2mr— | n=071---,N-1 3
o= orcofan ) o
the general interpolation formula for an active powstimate can be written as
p = [ X O (D[ +[X ®[0D,[ +[X (2) (D, +--- @)
DZ+D]/2+D/2+-- ’

where X| is a row vector composed of the values of thbetrgyde of the two-sided DFT
magnitude spectrum of the windowed instantaneowgepacstarting with the DC component
X(0) andD; are window coefficients from (3). Relation (4) dasrewritten in a more suitable
form (not presented in [5])

P =|X|K' (5)

HereK is the row vector of the interpolation coefficient$ie length of the two vectors||
andK is usually lower than or equal to the number ofantaneous power spectrum lines for
nonnegative frequencies within the used window spet main-lobe centered on zero
frequency. VectoK can be expressed as

« < LIPo[[P4[D4-{D,{]
m-1 Dr2 ’ (6)

2
D2+ —-
r=1

The interpolation coefficient values found from &)rrespond to the values presented in
[5] for window order up to 3. The interpolation ¢oaents for class 1 Rife-Vincent windows
([13, 14]) and for window orders 0 to 4 are showiT able 1.

The WFD method corresponds to the 1-point speeais¢ of the WIFD method. The WIFD
method increases the accuracy of power estimatyowibdowing and interpolation in the
frequency domain. Its processing complexity is bigthan the complexities of time-domain
methods, but thanks to the fast FFT algorithmsaradlable hardware, the computation time
demands may not be markedly increased.
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Table 1. Interpolation coefficients for active povestimation using the WIFD method
and Rife-Vincent windows of the first class (RVIndows) [13, 14].

window orderL Interpolation coefficient&
0 (rectangle) [1]
1 (Hann) [4/3 4/3]
2 [48/35 64/35 16/35]
3 [320/231 480/231 192/231 32/231]
4 [841/604 929/417 929/834 183/575 22/553)

2.5. Power estimation in the frequency domain using an estimation of the individual
power components (WCFD)

Active power can alternatively be found in the freqgcy domain by summing the active
powers of the individual power spectrum componeiitisese active power components
represent the powers of the voltage and the cuhamhonic components of the same order,
including the DC components

P =1V, +ZVk—2|kCOS(¢L;,k _¢il,k) . (7)
k=1

HereM is the number of higher-order signal harmonic congmts and/’, I' are estimates
of the voltage and current compon&WNISvalues, and are estimates of the voltage and the
currentk-th order harmonic component phase shifts relatethéobeginning of sampling.
Windowing is applied here to the voltage and cursegnals, and interpolated DFT is used
for estimating the frequency and, consequently RNtSvalues and phases of the individual
harmonic components of the voltage and currentagsgn

It is rather complicated and time-consuming to fthé active power by this procedure.
Power estimation uncertainty is influenced hereidadly by the uncertainty of the largest
active power value of all processed harmonic comept® However, this active power
estimation method provides information about tleg@lency structure of the estimated power,
and the possibility to select the frequency bandwimich the active power should be
estimated.

2.6. Power estimation in the frequency domain, using windowing and repeated
instantaneous power spectrum component estimation (WSCFD)

This is a newly proposed method that can in sonsesacrease the accuracy of active
power estimation by processing signals in the feagy domain. The principle is as follows.
The normalized discrete-time Fourier Transform (DYFEomplex spectrum of a cosine
window (3) is

i) -;[ngtl] Z % i :r%g%% e :il:ﬁ%% ©

N N
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Here @ andr are the frequencies in the frequency lfhs(a non-integer real number), and
N is the window length in the samples.

After applying a correction multiplicative factdhe estimation bias of the DC component
and the remaining components of the instantaneougmpspectrum are influenced only by
long-range leakage. This leakage can be reducedenmatly by repeated spectrum
component estimation, in each step after subtrg¢tia largest spectrum component from the
instantaneous power spectrum. The largest compdreEntency, amplitude and phase can be
found using the WIFD method, and it can be subd#ddrom the instantaneous power
spectrum (the two mirrored components for positwel negative frequency with all their
contributions to the neighboring spectral composieare subtracted). The accuracy of the
estimation of the remaining components is in soases increased by this operation.

Starting from the highest component and again aatitrg the currently largest component
(if this happens to be the DC component, it willdbered and its possible multiple values are
accumulated and the remaining number of estimatesealized) may lead step-by-step to
increased accuracy of the estimation of the remgininstantaneous power spectrum
components. The last estimate should always bedtimate of the DC component.

Three such estimates are sufficient for a one-ggeal with a non-zero DC component.
For signals with an unknown frequency structurdigher number of repeated estimations
should be selected and these repetitions can Ippedaf the dispersion of the level of the
spectral lines is not decreased by more than tleetsd value after the last estimate.

Even if the principle here described may appearpdioated, after a single windowed
instantaneous power spectrum computation all sulesegpperations are performed on this
spectrum. The most time-consuming part of the ramgi signal processing is repeated
window spectrum computation, but if a low-order dow (e.g. a Hann window) is used, this
computation is simple.

This method enables us to achieve low active pasémation bias even in the presence
of sub-harmonic and inter-harmonic components. Haneour experiments showed that this
principle is not efficient if there are strong atldé noise and strong harmonic components in
the instantaneous power spectrum. The advantaghi®fmethod in the case of a sub-
harmonic component in the signal is shown in Fig. 4

3. Examples of active power estimation of simulatednd measured signals, and a
comparison of the investigated active power estimigin methods

Fig. 3 and Fig. 4 compare the relative power edtonaias for different input signals for
the investigated power estimation methods anddapus sampling times.

Active power estimation, basic comparison of the inspected methods

—WwTD | |

wIFD |
---WSCIFD |
12| | |—WCIFD |
— IRTD

| 1D
| = | |

L T S S R
t (period)
Fig. 3. Dependence of the relative bias of agbewer estimation for the investigated methods anpdimg
time. The signal is the fundamental harmonic corgpoonly. The sampling time is expressed in inpyta

periods.
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Active power estimation, signal with a strong subharmonic component

—WIFD
---WSCIFD
—WCIFD
— /R+WTD
10 F----- —I/RTD

I I
i i
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i i
i |
1 I
1 2 3

(period)

Fig. 4. Dependence of the relative bias of agbeeer estimation for the investigated methods anpdimg
time. The signal is composed of a fundamental haiencomponent and a sub-harmonic component.

Fig. 3 compares the investigated active power edtim methods, using computer
simulations for the simplest input signal. Sinusbidoltage and current waveforms, without
DC components and without noise, were used fositalation. The load impedance phase is
80°. A Hann window and 3-point interpolation is dsés shown in Fig. 3, under these
conditions the I/RTD method is the most accurasenfa 3-point Hann window interpolation
in signal period estimation and re-sampling forkéege reduction). The second best is the
WSCIFD method, using repeated instantaneous popextrsim correction. WIFD is the
third best method, again using a 3-point Hann wimduderpolation in the frequency domain.

Fig. 4 depicts a signal containing a fundamentamioaic component and a sub-harmonic
component (with frequency ratig,§f, = 0.63 and magnitude ratios#A;=0.5), a zero DC
component and a phase of load of 80°. The 3-poawmtrHvindow interpolation is used (with
the exception of the I/RTD method), and the I/RTBthod with windowing (I/R+WTD) is
also included.

Fig. 3 and Fig. 4 show that a strong sub-harmoomoponent influences the bias for all
power estimation methods, but the I/RTD methodikienced most, moving from the lowest
bias for the conditions of Fig. 3 to the highestsbin the presence of a strong sub-harmonic
component.

Active power estimation, window Hann, time domain, load phase 80 deg

——no noise
——SNR(u,i)=30dB | = =
——SNR(u,i)=50dB | ==

——SNR(u)=70dB |7
oo

6
t (period)
Fig. 5. Example of the influence of the additiase of the input signals on the active power natabias
for a signal without noise and for SNR 70 dB, 50ail 30 dB, computer simulations.
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SNR(u,i) (dB)

Fig. 6. Comparison of the sensitivity of activenmo estimation methods to additive noise, expreasesh
SNR value.

The influence of additive noise on the active poesimation is shown in Fig. 5 and Fig.
6. The influence of the noise floors correspondm&NR values is shown for longer times in
Fig. 6, where the WCIFD method and the WTD methadehthe highest power estimation
bias for SNR above 30 dB. Fig. 6 compares the seitgiof the investigated methods with
the additive noise expressed in relation to theaigas SNR). These two figures show the
results of a computer simulation for the 80° loadg®e. Fig.5 is plotted for the WTD method
and a Hann window. Fig. 6 is plotted for 4.75 sigrexiods and for a Hann window (with the
exception of the I/RTD method). The SNR valuestha voltage and current signals are the
same, normally distributed noise is used, and ibard is plotted for 100 simulation
repetitions.

Fig. 7 and Fig. 8 compare the results of processimglated signals and signals generated
by an HP3245A two-channel signal generator and uredsby two different National
Instruments DAQ plug-in boards. A low-cost PCI 6A28ultiplexed board (see also Fig. 2)
and a PCI 4472 simultaneously sampling board weed.uThe input ranges of the two boards
were 10 V, the sampling frequency was 100 kSa/e#&oh channel (the 6023A multiplexing
DAQ plug-in board was set to 200 kSa/s, and th&4bard was set to 100 kSa/s). The input
signals were sinusoidal 50 Hz with amplitude 5d4d phase 80°. A Rife-Vincent window of
the first class (RV1) [13, 14] and of the secondeoris used in Fig. 7, and a RV1 window of
the third order is used in Fig. 8. The figures pletted for the WTD power estimation
method.

Simulation and experimental results, WTD, load phase 80 deg, window RV12
T T T T T T T

! —simulation

—— ——DAQ board NI PCI 4472 | _|

— -DAQ board NI PCI 6023A
i i

Il ()

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

t (period)

Fig. 7. A comparison of active power estimationsopulation and by measurement, RV1 window [13, 14]
of the second order.



www.czasopisma.pan.pl P N www.journals.pan.pl

N

M. Sedlacek, Z. Stoudek: ACTIVE POWER MEASUREMENTSOVERVIEW AND A COMPARISON OF DSP ALGORITHMS BY

Simulation and experimental results, WTD, load phase 80 deg, window RV13
T T T T T T T T

L |
| | ——simulation
| |[— -DAQ board NI PCI 6023A
|| ——DAQ board NI PCI 4472

t (period)

Fig.8. A comparison of active power estimationsbpulation and by measurement, RV1window [13, 14]
of the third order.

The remaining two figures offer a comparison ofimas windows for active power
estimation. Fig. 9 shows the dependence of the diasignal length using four®order
windows (two of them are RV1 windows [13, 14] amabtare from the newly defined cosine
window classes C7 and C8 [3]). The results in Bigvere obtained by simulation for a load
phase of 60° and by signal processing in the freqdomain (WFD method).

Computer simulations, comparison of classical and new windows.

—window RV1 L=3

— ‘window RV3 L=3 SLA=-80 dB FO=-12dB/oct
—window C7 L=3 fCL=5

—window C8 L=3 CL=-200 dB

i i i i

I60] )

I | I | | | I
I i

1 2 3 4 5 6 7 8 9 10
t (period)

Fig. 9. Influence of the window on the power estiorabias for various windows.

Active power estimation - 4th-order windows RV1, C7 and C8

—window RV1

- - -window C7 fCL=5 !

—window C8 CL=-120 dB !
] ]

861 (=)

il 1:5 2 25 3 3:5 4 4.5 5 5:5 6
t (period)

Fig. 10. Showing the advantage of some new wind@Vvsand C8 [3]) for active power estimation witkain
short time.
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Fig. 10 shows another comparison of two cosine axwslof the new classes C7 and C8
[3] with a classical Rife-Vincent window [13, 14l the compared windows are of order 4,
and the advantage of windows C7 and C8 for pow@naton within a short time (up to four
signal periods) can be seen.

Table 2. A comparison of the accuracy and computing of the investigated active power estimation

methods.
Relative

Method Basic properties, advantages and disadvantages afan method Comt?#]?t'on

The fastest method, simple power estimation. Mastigther low-accuracy

WTD 1
method.

The most accurate method for signals without a D@monent and without 3.7 —lin. int

/RTD inter- or sub-harmonic components (when they agsgnt, the method fails). It§ (8.7 for spline

accuracy depends on the accuracy of the signaldrezy estimation. This methgd
is used in some energy analyzers.

Supplements the I/RTD method with windowing. Depiegan the selected 4,3 — lin. int.
I/R+WTD| window, it suppresses inter- and sub-harmonic corapts and inaccuracy of| (9,7 for spline

interpolation)

signal frequency estimation. interpolation)
WED A fast method that produces (within the numericaimacy framework of FFT 13
computation) exactly the same estimate as the Wehaodl. '
Uses DFT interpolation based on a selectable nuofieFT spectrum lines. A
WIFD | fast method. More accurate than the WTD method.déinorder and number df 1.3
interpolation points selectable according to thditace noise level.
47
WCIED The slowest and lowest accuracy method, but the method that allows Onl'y(for 50 harmonit
the selected power spectrum frequency band todiepsed.
components)

A rather slow but high-accuracy method (accuragygarable to the I/RTD
WSCIFD| method). Not sensitive even to strong sub-harmoaioponents, but fails for 8,7
strong additive noise (i.e. at low SNR. values).

4. Conclusions

Six active power estimation DSP algorithms (desxtibh section 2) have been compared
(see section 3, Fig. 3, Fig. 4, Fig. 6 and TableA2¥inusoidal test signal (a basic signal of
non-harmonic periodic signals) was used. The resolt a computer simulation and
measurements using two different-type DAQ plug-oairols have been compared (Fig. 7 and
Fig. 8). The sensitivity of the methods to a substanic component (Fig. 4), to the type of
window and window order (Fig.9 and Fig.10), andatiitive noise (Fig. 5 and Fig. 6) has
also been investigated.

Windowing of instantaneous power substantially dases the active power estimation
bias in the case of non-coherent sampling, andantislly reduces the measurement time for
the allowed estimation bias. The efficiency of gasing the window order, increasing the
number of interpolation points and using more cocaped algorithms depends on the noise
level in the voltage and current channels. Increpshe window order leads not only to
decreasing estimation bias but also (due to theulsameous increase in the window
equivalent noise bandwidth) to a small increaseestimation uncertainty. Computer
simulation can be used for finding, for a given DARQg-in board and a selected window, the
minimum number of signal periods that have to bepad in order to achieve a power
estimation bias level below the noise floor. Cleakiclass 1 Rife-Vincent windows
(maximum side-lobe fall-off windows) of a low ord¢e.g. Hann window) are the best
windows for power estimation for sufficiently lorsggnals. The use of a multiplexed DAQ
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plug-in board may lead to rather high bias for lgss than 50 samples per signal period for
linear interpolation of signals (spline interpotetiis efficient in this case).
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