
Methodological considerations in studying awareness during learning: 
Part 1: Implicit learning

Abstract Methodological problems of how awareness during learning should be measured have been extensively discussed 
and investigated in cognitive psychology. This review considers; 1)whether amnesics can perform implicit learning 
tasks at a similar level to normal controls, 2) whether differences in instructional orientations create dissociations in 
performance in tests of implicit and explicit knowledge, and 3) whether participants can retrospectively verbalise the 
learning outcomes. The paper concludes that; (1) amnesics’ implicit learning abilities differ from the normal controls, (2) 
instructions on implicit learning do not guarantee the occurrence of implicit learning, and (3) objective and subjective 
awareness measures used in the literature face inherent problems and so the awareness controversy remains unsettled. 
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How can we measure awareness during learning in a 
suffi cient and reliable way? This question remains to be 
answered despite extensive empirical efforts in the implicit 
learning literature (see Perruchet, 2008 and Shanks & St. 
John, 1994, for reviews). The aim of the paper is there-
fore to consider the merits and demerits of these empirical 
methods and thus to provide the state of the art in terms of 
measuring awareness and suggest possible future directions 
for research. In doing so, the paper fi rst considers whether 
the results from amnesics’ performance on implicit learn-
ing are generalisable to the normal population and whether 
participants follow instructions on implicit learning. Final-
ly, the advantages and disadvantages of each objective and 
subjective measure of awareness are compared since mul-
tiple employment of these measures (e.g., the post-decision 
wagering) has become a recent trend in the literature.

Some research has tried to separate implicit learning 
from explicit learning in terms of employing different 
populations such as amnesics who are argued to have im-
paired recognition memory or in terms of different learning 
instructions on implicit/explicit learning. However, neither 
approaches could show learning without awareness: amne-
sics show different performance from normal participants 
even on implicit learning (Channon et al., 2002; Curran, 

1997) and thus results from the former population cannot 
be generalisable to the latter population. Differences in 
learning instructions also cannot guarantee that participants 
simply follow the instructions and results confi rmed this is 
the case.

Therefore, it is important to measure participants’ 
awareness during learning with some indexes of awareness. 
The verbal report, whether implemented concurrently or 
retrospectively, has been criticised since it cannot rule out 
the possibility that participants develop unverbalisable yet 
conscious phenomenal awareness (Block, 2005, 2007). The 
verbal report can capture only higher-order access aware-
ness that participants can access to contents of at best. The 
objective measures such as grammaticality judgment (GJ) 
recognition, or strategic control in the process-dissociation 
paradigm, on the other hand, may measure phenomenal 
awareness because of its forced-choice nature: participants 
are not required to verbalise the contents of their minds. 
Objective measures, however, particularly if they are em-
ployed as dichotomous measures, are able to capture only 
coarse-grained states of awareness (aware/unaware). 

Subjective measures such as confi dence rating, on the 
other hand, can capture subtle or graded states of awareness 
since they are often implemented with continuous scales or 
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with variable response options. Therefore, they can capture 
more graded states of awareness during learning and have 
thus become a recent trend in the implicit learning litera-
ture, though their subjective nature has inherent problems 
such as reluctance to claim confi dence. 

Before presenting detailed discussions of the above is-
sues, we begin with a brief conceptual introduction to im-
plicit learning. 

Implicit Learning

There have been a wide variety of defi nitions of im-
plicit learning and thus the term is polysemous (Frensch, 
1998). One of the original defi nitions was provided by Re-
ber (1993, p.12):

A situation-neutral induction process whereby complex 
information about any stimulus environment may be 
acquired largely independently of the subjects’ aware-
ness of either the process of acquisition or the knowl-
edge base ultimately acquired.

This defi nition claims that both (1) the learning pro-
cesses and (2) the resultant knowledge are implicit, the spe-
cial concession “largely independently” implying that both 
the implicit learning processes and implicit knowledge 
can interact with explicit learning processes and explicit 
knowledge. Reber can be said to hold the weak interface 
model though the literature does not interpret his view in 
this way, nor has he specifi ed the conditions in which inter-
action happens.

Implicit learning has been studied in various paradigms 
including artifi cial grammar (AG) learning (Reber, 1989a, 
1993), sequence learning (or serial reaction time [SRT] 
tasks, e.g. Nissen & Bullemer, 1987; Richard, Clegg, & 
Segar, 2009), and dynamic system control (Berry & Broad-
bent, 1984). In the typical sequence learning paradigm 
(Nissen & Bullumer, 1987), a light appears in one of four 
locations on a screen and is presented sequentially up to 
10 times, one by one. Then, this fi xed 10-light sequence 
is repeated many times. Participants are simply required 
to press a corresponding key, which is located below each 
of the four locations. Compared with a control group that 
sees the light generated in a random order, the reaction time 
(RT) of the experimental group is signifi cantly reduced as 
the experiment goes on. 

In the dynamic system control paradigm, which has been 
less frequently adopted than the other two paradigms, par-
ticipants are required to control complex computer-imple-
mented systems. For instance, Berry and Broadbent (1984) 
used a sugar production task where participants, suppos-
edly in charge of a sugar production factory, were required 
to control the production rate of the sugar by changing the 
size of the work force (i.e. the number of workers). Each 
target production rate was generated by a fi xed equation, 

but only the current work force and production rate were 
provided to participants.

The most widely used paradigm is artifi cial grammar 
learning (AGL) wherein digit sequences (e.g. XXVX) are 
generated by a fi nite state Markov grammar. During train-
ing, subjects are told simply to memorise digit sequences. 
In the test, after being told about the existence of the rule 
underlying the digit sequences, they judge the grammati-
cality of the new digit sequence that is produced by the 
same rule as the training digit sequences. 

Typically, participants’ awareness is measured by a ver-
bal report or a written questionnaire. Participants cannot 
verbalise the rules underling the digit/number sequences 
(AGL and SRT task) or the relation between the produc-
tion rate and the size of the work force (dynamic system 
control) but nevertheless can indicate correct grammati-
cality judgment at an above-chance level. Therefore, the 
acquired complex knowledge is argued to result from im-
plicit learning and to be tacit, i.e. unavailable to conscious 
awareness. For instance, Reber (1976) compared the ex-
plicit learning condition, where the explicit instructions to 
memorise items as well as to search for underlying rules 
were given in the training session, and the implicit learning 
condition ,where the instruction simply memorise to items 
was imposed. He found that participants under the implicit 
learning condition outperformed participants in the explicit 
learning condition with regard to their accuracy in remem-
bering training items. Moreover, learners under the implicit 
learning condition signifi cantly outperformed learners un-
der the explicit learning condition on grammaticality judg-
ment of the new transfer items.

However, there has been extensive criticism of the na-
ture of implicitness during learning and/or acquired knowl-
edge (see Perruchet, 2008 and Pothos, 2007, for reviews). 
The criticism seemingly stems from the methodological 
fl aws in the experimental design (e.g. whether participants 
in the implicit learning condition simply memorise the digit 
sequences during training or actively search for the under-
lying rule). The paper presents an overview of these meth-
odological issues in the next section.

Methodological Considerations of Awareness 
during Learning

No consensus has been established with regard to the 
possibility of learning without awareness despite extensive 
research on implicit learning. This is partially owed to the 
confusion between whether unconsciousness refers only 
to the learning processes (i.e. whether participants simply 
try to memorise the digit sequence without consciously 
searching for underlying patterns in the case of AGL) or 
both the learning processes and the acquired knowledge 
(i.e. whether participants simply try to memorise the digit 
sequence without consciously searching for the underlying 
rule and are aware of acquired knowledge of the rule).As 
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Frensch (1998) observed, if the former is the case, the im-
plicitness of the learning processes itself is measured by 
testing the implicitness of the acquired knowledge in the 
implicit learning literature. The implicitness of the learn-
ing processes could be only ‘inferred’ from the state of the 
learned knowledge in this case, however: the possibility 
that knowledge becomes implicit for other unknown rea-
sons cannot be eliminated. 

On the other hand, when the implicitness refers to both 
processes and results as can be seen in the defi nition of 
implicit learning provided by Reber (1989a, 1993, quoted 
above), there is no ‘independent’ test for the implicitness 
of the learning processes, though implicit/explicit learning 
processes are often operationalised as the provision of dif-
ferent tasks for implicit and explicit learning (e.g., Reber, 
Walkenfi eld, & Hernstadt, 1991) or different instructions 
for the same task (e.g., Gebauer & Mackintosh, 2007). 
There is no guarantee, however, that participants will fol-
low instructions (see below for detailed discussion). Never-
theless, evidence for learning without awareness seems to 
be primarily drawn from the fi ndings that:

(1) Amnesic patients can perform implicit learning tasks at 
a similar level to normal controls.

(2) Differences in instructional orientations (e.g. intention-
al rule-search vs. incidental memorisation) create disso-
ciations in performance in tests of implicit and explicit 
knowledge.

(3) Participants cannot retrospectively verbalise the learn-
ing outcomes.

Subsequent sections deal with these issues in detail.

Can Amnesics Perform Implicit Learning Tasks 
at a Similar Level to Normal Controls?

Amnesics have often been described as those who have 
severe impairment of their explicit declarative memory but 
whose implicit non-declarative memory remains relatively 
well-preserved. If they cannot recognise or recall the under-
lying grammar but nevertheless show above-chance perfor-
mance in AGL or SRT tasks, it has been argued that they 
show implicit learning. Knowlton and Squire (1994, 1996) 
found just that. They compared both normal participants 
and amnesic patients as regards AGL. They found that both 
groups could judge the grammaticality of the new trans-
fer sequences. Since amnesics’ recognition of fragmentary 
knowledge (or chunks, e.g. XVX) was marginally signifi -
cant (p = 0.06, experiment 2 in Knowlton & Squire, 1996), 
they concluded that amnesic patients could not rely on the 
impaired recognition memory for the chunks. 

Subsequent experiments on amnesics’ implicit learning 
provided counter-evidence for Knowlton and Squire’s in-
terpretation, however: (1) amnesics had immediate recogni-
tion memory similarly to normal participants; (2) the same 

amnesics were repeatedly recruited in a series of Knowlton 
and Squire’s experiment, which might create above-chance 
performance on AGL; (3) when the stimulus domain be-
came complex, amnesics showed impaired implicit learn-
ing abilities. These are described below. 

First, ‘impairment’ does not indicate total ‘lack’ of recog-
nition memory and explicit learning processes. Sometimes, 
‘Amnesia is not a failure to notice a novel conjunction; it 
is a failure to consolidate an explicit memory as a result of 
noticing’ (Ellis, 2005, p.319). There is some evidence for 
this. Della Sala, Cowan, Beschin, and Perini (2005) found 
that anterograde amnesics could recall the contents of sto-
ries just as normal controls did, as refl ected in the equal 
performance on the immediate recall task. Their delayed 
recall was signifi cantly lower than the controls’, however, 
suggesting that amnesics have explicit memory and can en-
code information into long-term memory. Where they fail, 
as Ellis (2005) observes, is in consolidation of and subse-
quent retrieval of the encoded information.

Second, it should be noted that in a series of Knowl-
ton and Squire’s experiments (e.g., Knowlton, Ramus, & 
Squire, 1992; Knowlton & Squire, 1994, 1996), the same 
amnesics were recruited repeatedly, possibly because of 
the low availability of amnesic patients, though the inter-
vals between experiments were longer (e.g. fi ve months). 
Therefore, the possibility that they had been repeatedly 
trained to learn AG and this created the apparent learning 
effects cannot be excluded.

Third, there is also evidence that amnesics, when a 
structural domain to be learned becomes complex (e.g. 
biconditional grammar), show reduced implicit learning 
abilities compared with their normal counterparts (Chan-
non et al., 2002; Curran, 1997). Curran (1997) compared 
anterograde amnesics with corresponding normal controls 
on SRT tasks. Two types of sequences were used: (1) the 
fi rst-order predictive (FOP) sequence (e.g. A-B-A-D-B-C-
D-C-A-D-B-C) whereby each element (e.g. A) could be 
followed by one element (e.g. D) 67 % of the time or to a 
lesser extent by another element (e.g. B) but by not the oth-
er elements; and (2) the second-order predictive (SOP) se-
quence (e.g. A-B-A-D-B-C-D-A-C-B-D-C) whereby each 
element can be followed equally by all the other elements. 
Frequency information, that is, the transitional probability 
of pairwise elements (e.g. possibility of D given A) is only 
effective in the former sequence. The results showed that 
both groups learned both types of sequences as refl ected 
in decreases in RTs in the later trials. Magnitude of learn-
ing was greater in the SOP than in the FOP sequences for 
the normal controls but this was not the case for the amne-
sics. That is, only the normal controls could use predictive 
information on the test stimuli. These results indicate that 
amnesics do not have similar implicit learning abilities to 
their normal peers. 

The lack of abstract or higher-order knowledge in am-
nesics’ implicit learning was also confi rmed by Channon 
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et al. (2002), using AG. The biconditional grammar used 
in their studies imposed constraints on two non-adjacent 
positions (e.g. fi rst and fi fth positions), such that if one ele-
ment contained D, then another should be F, and the same 
was true for G/L and K/X. For example, DFGXFDLK was 
grammatical whereas LFGKKDLX was ungrammatical. 
The authors compared amnesics’ learning of this bicondi-
tional grammar with the normal controls’ learning by means 
of orthogonal manipulations of the grammaticality and the 
associative chunk strength (e.g. a percentage of a test item 
containing old bi- or trigrams presented during training). 
Their GJs, with a six-point confi dence scale and immedi-
ate recall of the six letters, were tested. In both groups, 
the grammaticality had no effects but the chunk strength 
did, and in such a way that both groups judged more items 
with higher chunk strength as grammatical than items with 
lower chunk strength. The results of the confi dence rating 
revealed that there were no differences between correct 
and incorrect judgment, suggesting that learning is primar-
ily implicit. In addition, amnesics’ recall of the six letters 
used in the experiments was signifi cantly worse than that 
of the controls, suggesting that amnesics’ explicit memory 
is reduced, as the authors argued. Therefore, Channon et 
al.’s (2002) studies show that what amnesics learn during 
AGL is chunk information not abstract knowledge of the 
underlying rules. 

These results, taken together, suggest that implicit 
learning is not very robust in the face of various neuro-
physiologic damage, as often assumed in the literature (Re-
ber, 1989a, 1993), and amnesics in particular are not good 
at learning complex stimulus domains such as bidirectional 
grammar. Amnesics’ implicit learning abilities are signifi -
cantly reduced such that they can learn only knowledge 
about co-occurrence of stimuli (chunks). In this sense, the 
amnesics differ from the norm even in their implicit learn-
ing abilities, let alone explicit learning abilities. Therefore, 
the results of the amnesics’ AGL cannot be taken as posi-
tive evidence for learning without awareness in the normal 
population. The next sections review experiments recruit-
ing only the normal population.

Do Differences in Instructional Orientations 
Create Dissociations in Performance in Tests 

of Implicit and Explicit Knowledge?

In the typical AGL experiment (e.g., Gebauer & Mack-
intosh, 2007; Reber, 1967), two different instructions are 
given to two groups of participants as a between-partici-
pants variable: (1) intentional: to search for the rules un-
derlying training stimuli, and (2) incidental: to memorise 
or simply see the training stimuli. Alternatively, only (2) is 
given with additional explicit learning tasks such as paired-

associates learning (Brown, Aczel, Jimenez, Kaufman, & 
Grant, 2010), a forced-choice, series solution problem task 
where participants complete an alphabetical sequence (e.g. 
ABCBCDCDE, D or C; Reber, et al., 1991) as a within-
participants variable. In the former case, the GJ task with 
some measures for awareness are provided as tests for the 
acquired knowledge and the scores of the explicit learning 
group are compared with those of the implicit or incidental 
learning group. On the other hand, in the latter repeated-
measure design, comparison of the same participants’ per-
formance across implicit and explicit learning tasks itself 
serves as the test for awareness (an additional retrospec-
tive verbal report is sometimes provided, e. g. Robinson, 
2002, 2005).

Both between-participants and within-participants de-
signs for implicit learning have several inherent as well 
as general fl aws, however: namely, (1) task differences 
instead of differences in learning processes (Gebauer & 
Mackintosh, 2007); (2) task contamination (Segar, Prabha-
karan, Poldrack, & Gabrieli, 2000); and (3) ineffectiveness 
of instructions. These are considered below.

First, some studies employed different tasks for implic-
it and explicit learning. For example, Reber et al. (1991) 
operationalised explicit learning as a forced-choice prob-
lem-solving task (as described above) and implicit learning 
as memorisation of the digit sequences as in typical AGL 
within a repeated-measure design. The results showed the 
independence of implicit learning from intelligence mea-
sured by WAIS-R (short form) but signifi cant positive 
correlations between explicit learning and intelligence. 
Gebauer and Mackintosh (2007), however, pointed to the 
possibility that the results might come from differences in 
tasks, not from differential susceptibility of implicit and ex-
plicit learning to individual differences in intelligence. 

Second, the repeated-measure design also has an inher-
ent problem: implicit learning and explicit learning tasks 
may contaminate each other.1 Obviously, presenting explic-
it learning fi rst and then implicit learning is problematic 
since participants may bring some explicit learning strate-
gies (e.g. conscious rule search) driven by the fi rst explicit 
learning task into the subsequent implicit learning task. 
The reverse order might suffer from the same problem, 
however: participants continue to try to memorise stimuli 
in the explicit learning task, which hinders or facilitates ex-
plicit learning (see Perruchet & Pacteau, 1990, for positive 
effects of memorised chunks). Segar et al. (2000), to justify 
their between-participants design for AGL, commented on 
their pilot study that had employed the repeated-measure 
design: ‘…pilot testing indicated that participants often ad-
opted the same decision strategy for both recognition and 
grammatical judgment, even when they were instructed to 
perform the tasks differently’ (p.285). 

1 However, the within-participants design has a positive aspect in a replication study. (see Robinson, 2009).
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Third, some studies employed the between-participants 
design by providing different learning instructions for the 
same task in order to avoid the issue of task differences. For 
instance, Gebauer and Mackintosh (2007), in their compre-
hensive studies, instructed participants in the explicit learn-
ing condition to search for general as well as micro rules 
that constrained repetitions or bigrams (typical two-digit 
pairs such as XV) or trigrams (typical three-digit sequences 
such as XVX). Participants in the implicit learning group, 
on the other hand, were instructed to memorise the digit 
sequences generated by the same grammar as in the ex-
plicit learning condition. Even in this between-participants 
design, however, it seems possible to assume that implicit 
learning instruction cannot guarantee that participants 
followed the instruction by simply memorising the train-
ing digit sequence. Although there seems to be no direct 
evidence for this in the implicit learning literature, there 
is evidence in the implicit natural language learning lit-
erature. Robinson (1997) provided this. In his experiment, 
Japanese second-language learners in the implicit learning 
condition were instructed to memorise training sentences 
of various English constructions. The post-experimental 
awareness questionnaire revealed, however, that of these 
(N = 24), nine claimed to look for underlying rules and six 
could actually verbalise the rules (see Nakamura, accepted, 
for detailed methodological considerations of awareness in 
the second-language acquisition literature). 

 How can we solve the above methodological problems? 
If different learning instructions for the same AG are em-
ployed, different levels of awareness should be measured 
by a questionnaire and plotted against each learning con-
dition and frequency distributions of each cell should be 
compared using X2 or removal of those who do not follow 
the instructions. Unfortunately, the scores on the awareness 
questionnaires are averaged within the particular group in 
the typical study and those who do not follow the instruc-
tion cannot be removed from the analyses. Therefore, indi-
vidual differences in the development of awareness should 
be assessed in order to confi rm that participants in the im-
plicit learning condition do not consciously test hypotheses 
on the training stimuli. Otherwise, differences in instruc-
tional orientations cannot guarantee that participants actu-
ally engage in an expected learning mode.

A more promising way to operationalise implicit learn-
ing is perhaps to employ the single learning condition with 
implicit learning instruction and then use some measures 
of awareness classify participants into those who engage 
in implicit learning and those who engage in explicit learn-
ing, as the preceding paragraph suggests. This single-task 
design can avoid the problems of task contamination, task 
differences, and ineffectiveness of instructions discussed 
above. An important problem persists, however: how can 
we measure awareness during learning suffi ciently? This 
topic is dealt with in the next section.

Can Participants Retrospectively Verbalise 
Learning Outcomes?

In the typical AGL and SRT tasks, awareness is mea-
sured by the retrospective verbal report (Reber, 1967). Since 
then, the insuffi ciency of the verbal report has been exten-
sively criticised (Brody, 1989; Eriksen, 1960; Holender, 
1986; Shanks, 2005; Shanks & St. John, 1994, though see 
Runger & Frensch, 2010 and Weiskranz, 1997, for differ-
ent claims). This section points out the insuffi ciencies of 
the verbal report with particular reference to Shanks and 
St. John (1994) and then introduces alternative measures of 
awareness, which are reviewed in subsequent sections.

Shanks and St. John (1994) identifi ed two criteria that 
must be met by studies claiming to demonstrate learn-
ing without awareness: (1) the information criterion, i.e., 
whether awareness assessed by tests is indeed responsible 
for task performance, and (2) the sensitivity criterion, i.e., 
whether tests of awareness are indeed sensitive to all neces-
sary relevant explicit knowledge. The verbal report is typi-
cally assessed at the end of the experiment, that is, after the 
test session. This means that the awareness of time 1 (learn-
ing) is inferred from the results of the verbal report at time 
2. Obviously, participants’ contents of awareness decrease 
or even fade away at time 2 (Shanks & St John, 1994). In 
other words, the retrospective verbal report cannot meet the 
sensitivity criterion.

To make the verbal report more sensitive to the con-
tents of awareness during learning, researchers developed 
concurrent verbal reports such as the think-aloud protocol 
(Ericsson & Simon, 1993). A concurrent verbal report, that 
is, when someone verbalises the contents of the acquired 
knowledge or the process of learning while engaging in the 
learning task, cannot avoid the problem either, because it 
can interfere with the learning task all too easily (Jourde-
nais, 2001; Shanks & St. John, 1994). 

Moreover, the verbal report, whether it is implemented 
retrospectively or concurrently, cannot exhaustively mea-
sure the contents of conscious minds. Ned Block (2005, 
2007) drew a distinction between phenomenal and ac-
cess consciousness. Phenomenal consciousness refers to 
awareness of but not access to contents of mental states 
whereas access consciousness is awareness of and access 
to contents of mental states (cf. refl ective consciousness, 
which is verbalisable access consciousness). Phenomenal 
consciousness could remain without access or retrospective 
consciousness. This raises the possibility that participants 
still have phenomenal but not access consciousness dur-
ing implicit learning. The verbal report by defi nition can-
not measure phenomenal consciousness though it might be 
able to measure access consciousness.

Therefore, the verbal report cannot rule out the possibil-
ity that participants are phenomenally aware of the learn-
ing processes and/or outcomes either at time 1 (learning) 
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or time 2. On the other hand, explicit knowledge measured 
by the verbal report at time 2 might be evidence for ex-
plicit learning. This is because participants still hold at least 
explicit knowledge measured by the retrospective verbal 
report without forgetting it. 

In order to tackle the methodological problem of mea-
suring awareness, a number of measurements have been 
developed (Seth, Dienes, Cleermans, Overgaard, & Pessoa, 
2008). These include objective measures such as GJ, rec-
ognition, generation, and strategic control such as Jacoby’s 
(1991) process-dissociation procedure (e.g., Destrebecqz 
& Cleermans, 2001; Wilkinson & Shanks 2004), and sub-
jective measures such as the mere exposure effects (Man-
za, Zizak, & Reber, 1998), confi dence rating (e.g., Dulany, 
Carlson, & Dewey, 1984; Perruchet & Pacteau, 1990), and 
wagering (e.g., Dienes & Seth, 2010). These are admin-
istered either dichotomously or continuously with some 
scales. The following sections consider these.

Dichotomous GJ, recognition, and generation

An alternative way to measure awareness more sensi-
tively is by forced-choice tasks that employ some dichoto-
mous response. The objective measures of awareness are 
GJ, recognition, and generation. These are dichotomous 
yes-no type tests when they are administered without con-
tinuous scales. Recognition tasks, which have been exten-
sively used in the memory literature, require participants to 
judge whether a stimulus is one they saw during training or 
not. Generation tasks are often used in the SRT task (Destre-
becqz & Cleermans, 2001; Norman, Price, Duff, & Ment-
zoni, 2007; Shanks, Rowland, & Ranger, 2005; Wilkinson 
& Shanks, 2004). One of the generation tasks used in these 
studies is to predict the next position given fi ve stimuli. For 
example, Norman et al. (2007) asked participants to indi-
cate whether the sequence produced was ‘less confi dent’ or 
‘more confi dent’ in a trial-by-trial way, which was approxi-
mate to the concurrent testing of awareness.

GJ, recognition, and generation are more objective than 
the verbal report because participants are simply required 
to categorise stimuli into two categories (e.g. seen and un-
seen). In addition, the objective measure is more sensitive 
than the verbal report since participants can respond on the 
basis of phenomenal awareness whereas the verbal report 
cannot capture phenomenal awareness.

These measures also have several pitfalls, however. 
First, GJ has been used as the test for implicit knowledge 
(e.g., Reber, 1967). Reasoning in the typical implicit learn-
ing refl ects this: participants cannot verbalise the rules but 
nevertheless can judge the grammaticality of the test stimuli 
and therefore the resultant knowledge is implicit. GJ, how-
ever, is the test for explicit knowledge, particularly when 
it is administered without time constraints (R. Ellis, 2005; 
R. Ellis Loewen, Elder, Erlam, Philip, & Reinders, 2009). 
To judge the grammaticality of the test stimuli, participants 

must engage in hypothesis testing with mental effort. The 
psychometric studies confi rmed the following: scores on 
the untimed grammaticality judgment were loaded on the 
explicit knowledge factor (R. Ellis, 2005, 2009; Ellis & 
Loewen, 2007). Therefore, the fact that participants can 
judge the grammaticality at an above-chance level itself in-
dicates the possibility that they engage in the explicit learn-
ing processes, which results in explicit though unverbalis-
able or phenomenal knowledge of the underlying grammar. 
Poznanski and Tzelgov (2010) also used GJ as a test for 
‘intentional’ retrieval in the AGL task.

Second, the dichotomous discrimination without scales 
is too coarse-grained to capture the subtle nature of par-
ticipants’ awareness. For instance, participants might de-
velop ‘graded’ (phenomenal) awareness but for some slight 
awareness of their mind is not enough for them to give 
‘Yes, I saw it during training’ or ‘Yes, I am more confi dent’ 
responses. In other words, each participant’s threshold of 
awareness is different, and without continuous scales, the 
dichotomous measure cannot deny the possibility that some 
participants have developed a lower level of awareness 
(see Wierzchon, Asanowicz, Paulewicz, & Cleeremans, in 
press, for a related argument). 

Strategic control

The strategic control measures of awareness are based 
on the process-dissociation procedure (PDP),originally 
developed by Jacoby (1991, see also Yonelinas & Jacoby, 
2012, for the latest review). According to Jacoby (1991), 
implicit (or automatic) and explicit (or controlled) process-
es are contaminated in any tasks (the process (im)purity 
problem; see also Frensch, 1998). In order to avoid con-
tamination, two conditions are compared in the PDP: (1) 
the inclusion condition (I): participants are asked to include 
explicit knowledge learned during training, and (2) the ex-
clusion condition (E): participants are asked to exclude 
such knowledge. The rationale behind the PDP is that when 
participants produce explicit knowledge, even following 
the instruction to exclude it in the exclusion condition, this 
probably refl ects implicit knowledge, particularly when I 
equals E but is larger than some baseline performance (B). 
By qualitative dissociation of the implicit and the explicit 
processes within a particular task, the PDP aims to dissoci-
ate the effects of both processes. 

This, or modifi ed versions of the PDP, are utilised in 
the AGL and SRT tasks (Destrebecqz & Cleermans, 2001; 
Dienes, Altmann, Kwan, & Goode, 1995; Fu, Dienes, & 
Fu, 2010; Norman et al., 2007; Wilkinson & Shanks, 2004). 
In Destrebecqz and Cleermans’s (2001) study, participants’ 
explicit knowledge was measured in 96 trials of free gener-
ation of the learned sequence in both the inclusion and the 
exclusion conditions. Irrespective of the interval between 
each training sequence (0ms vs. 250ms), participants gen-
erated more old chunks that had appeared during training in 
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the inclusion condition. Conversely, when no intervals were 
available, they produced more old chunks in the exclusion 
condition despite the exclusion instruction than when a 
250ms interval was available. Since subsequent analyses 
over data in the six-point recognition test mirror the results 
obtained by the PDP (participants could discriminate old 
from new chunks only in the 250ms interval condition), the 
authors concluded that learning obtained in the exclusion 
and 0ms interval condition was implicit in nature. 

Wilkinson and Shanks (also Shanks, Wilkinson, & 
Channon, 2003), however, failed to replicate the results 
of Destrebecqz and Cleermans (2001). Wilkinson and 
Shanks (2004: ex 1) provided the inclusion and the exclu-
sion conditions as a between-participants variable rather 
than a within-participants variable as in Destrebecqz and 
Cleermans (2001). This was because the inclusion-exclu-
sion conditions as a repeated experimental design could 
confound the results with other variables such as change 
in attentional alertness. The results showed that the num-
ber of old chunks generated in the free-generation task was 
larger in the inclusion group than in the exclusion group 
(thus I > E). Moreover, there were no differences between 
old chunks and other incorrect chunks (baseline) in the ex-
clusion condition whereas the number of the old chunks 
was signifi cantly larger than that of the other incorrect 
chunks in the inclusion group (thus I > E = B). Norman 
and colleagues (Norman et al., 2007; Norman, Price, & 
Duff, 2006) also failed to replicate Destrebecqz and Cleer-
mans (2001). In their experiment 2, Norman et al. (2007) 
extended the 250ms interval to 1,000ms in order to maxi-
mise differences in awareness between the short and long 
time intervals. Irrespective of differences in the interval, 
however, old chunks were generated more in the inclusion 
than in the exclusion conditions. Using the original 250ms 
interval, Norman et al. (2006) found the same results as in 
Norman et al. (2007). Therefore, learning without aware-
ness is largely impossible in the PDP procedure.

One advantage of using the PDP is that the problem 
of the task differences can be avoided because the PDP 
in the implicit learning literature usually employs instruc-
tional differences for the same task instead of task differ-
ences. Another is that the problem of task contamination 
can be resolved by statistical calculation of inclusion and 
exclusion performance. The PDP has also been criticised 
for its particular methodological problems, however: (1) 
exclusion errors do not refl ect effects of unconscious pro-
cesses but result from external factors such as motivation; 
(2) exclusion instruction is too diffi cult to follow; and (3) 
when there are no exclusion errors, the magnitude of the 
unconscious processes cannot be estimated (Fisk & Haase, 
2006; Snodgrass, 2002; Snodgrass & Shevrin, 2006; Visser 
& Merikle, 1999). 

First, exclusion errors produced in the exclusion con-
dition may be caused not because participants could not 
consciously exclude studied items but because they sim-

ply got bored, felt less confi dence, or were less motivated. 
Remember that the exclusion errors come from the uncon-
scious processes in the PDP: despite conscious effort to 
exclude, participants automatically include studied items. 
Visser and Merikle (1999) found that increases in motiva-
tion thanks to monetary incentive decreased exclusion er-
rors in perceptual identifi cation of a briefl y presented word. 
In their Experiment 1, after masking, an English word was 
presented briefl y ( 0, 50, or 250 ms). Then a stem with the 
fi rst three letters was presented and participants were asked 
to complete the stem either by excluding or including the 
briefl y presented word. In addition, the motivated group 
was told that if they made a mistake the participation fee 
would be reduced whereas the control group was not so 
informed. Visser and Merikle (1999) found that elevated 
motivation in terms of monetary incentive signifi cantly re-
duced the exclusion errors. The results suggest that partici-
pants in the PDP were simply demotivated and thus made a 
mistake (though monetary incentive itself may cause an in-
herent problem, risk aversion. See ‘Post-decision wagering’ 
below). Snodgrass (2002) also raised the possibility that 
participants do not exclude the studied items unless they 
have higher confi dence, whereas this is not the case for the 
inclusion task because ‘inclusion instructions simply ask 
participants to provide their best candidate identifi cation, 
regardless of their confi dence in this response’ (p.559). In 
other words, exclusion errors are simply apparent failure 
caused by external factors not by implicit processes.

Second, it is often the case that some participants have 
to be excluded from the data simply because they cannot 
follow the exclusion instruction (Debner & Jacoby, 1994; 
Hutchinson, Neely, Neill, & Walker, 2004, cited in Fisk & 
Haase, 2006). Fisk and Haase (2006) interpreted this as 
meaning that the exclusion task is too diffi cult compared 
with the inclusion task, and thus the exclusion task was 
confounded by ‘task diffi culty’ (p.4250).

Contrary to the above case, there are participants who 
show no exclusion errors (Fisk & Haase, 2006). This leads 
to the third methodological problem: there is no way to es-
timate unconscious processes in the PDP. According to the 
PDP, conscious processes were calculated by subtracting 
exclusion from inclusion performance and thus conscious 
processes = inclusion – 0. Performance on the inclusion 
task, in the PDP, is a confound of automatic and controlled 
processes by defi nition. Therefore, the result is ‘uninterpre-
table’ (Fisk & Haase, 2006, p.4250). 

In summary, dichotomous objective measures such as 
GJ, recognition, and generation cannot capture the subtle or 
graded nature of awareness during learning. Instead, these 
measures capture only a coarse-grained picture of the con-
scious minds at best. Strategic control, also dichotomous, 
was developed from the PDP and has inherent method-
ological problems: participants produce exclusion errors 
not because of automatic processes but simply because 
of external factors such as motivation, confi dence or task 
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diffi culty. The PDP also suffers from a statistical problem: 
when there is no exclusion error, the magnitude of effects 
of automatic processes cannot be calculated. Therefore, it 
may be more promising to measure participants’ ‘subjec-
tive feeling of awareness’ in order to compensate for the 
demerits of the objective measures and to capture the subtle 
or graded nature of awareness during learning. 

 The next sections consider the subjective measures of 
awareness which have attracted researchers’ focused atten-
tion in the literature since they seemingly capture the more 
subjective nature of awareness during learning (Wierzchon 
et al., in press). These subjective measures also meet re-
cent interest in the interplay between cognition and emo-
tion (e.g., Derakhshan & Eysenck, 2010). Since subjective 
measures require feeling-based judgment in the response, 
these are employed together with some objective measures 
such as GJ. We begin consideration of these by reviewing 
two classical subjective measures: the mere exposure effect 
and the confi dence rating.

The mere exposure effect

The mere exposure effect is that ‘repeated, unreinforced 
exposure results in an increase in positive affect toward a 
stimulus’ (Bornstein, 1989, p.265) and has been extensive-
ly investigated and confi rmed in various aspects of cogni-
tion, such as food or environment preferences (Bornstein, 
1989; Zajonc, 2001). Manza, Zizak, and Reber (1998) rec-
ommend the mere exposure effect as an alternative test of 
awareness in implicit learning. The mere exposure effect is 
argued to be more preferable than standard GJ in that; (1) 
it does not require recollection of or depend on previous 
episodes and participants simply rate the emotional prefer-
ence of a particular sequence. This meets the criteria for 
implicit cognition developed by Schacter and Graf (1986, 
p.432) i.e., ‘Implicit memory occurs when test performance 
is facilitated without deliberate or conscious remembering 
of a study episode’. (2) Since GJ involves awareness of 
the existence of the underlying rules (i.e. participants are 
informed about the existence of the rules before GJ), this 
explicit information on the exsistence of the rules could 
contaminate GJ that Reber (1967) supposed were a test of 
implicit knowledge (Manza et al., 1998). That is, such in-
formation on the rules, not training on AG, might affect 
test performance. Conversely, participants in the mere ex-
posure experiment are not informed of the existence of the 
rules and in this respect, Manza et al. argue, the effects can 
avoid the problem of explicit contamination.

Initial application to implicit learning was conducted by 
Gordon and Holyoak (1983). GJs with a three-point confi -
dence rating and six-point Likert rating were administered 
on the new grammatical and ungrammatical strings of AG. 
They found that participants could distinguish grammati-
cal from ungrammatical strings and preferred grammatical 
to ungrammatical strings. The Gordon and Holyoak (1983) 

study confounded the scores on the confi dence rating with 
grammaticality, however, (e.g. 1-a very confi dent ungram-
matical vs. 6-a very confi dent grammatical) and therefore 
signifi cant differences between grammatical and ungram-
matical strings in the scores on the GJ test cannot guarantee 
the implicitness of learning.That is, participants show either 
differences in confi dence or differences in grammaticality. 
The fact that grammatical strings received higher-prefer-
ence scores cannot be taken as evidence for implicit learn-
ing since there was no independent test of awareness in the 
Gordon and Holyoak (1983) study.

Manza and Bornstein (1995), on the other hand, did in-
clude the recognition test with six-point confi dence rating as 
an independent test for awareness. The experimental groups 
were asked for GJ whereas the other group was asked for 
the liking rating after recognition. The results showed that 
the GJ group considered grammatical strings as more gram-
matical than the ungrammatical strings whereas the liking-
rating groups preferred more grammatical strings than the 
ungrammatical strings. The recognition performance was 
above chance in both groups, however, suggesting that the 
learning processes were in fact ‘explicit’. Therefore, contra 
the authors’ assertion that the mere exposure effects can be 
used for a measurement for awareness, the results of the 
liking rating did not necessarily capture implicitness of the 
learning processes either because no independent measures 
of awareness were used (Gordon & Holyoak, 1983) or be-
cause dissociation between explicit and implicit measures 
or between the explicit measure (recognition) and perfor-
mance (GJ) was not observed (Manza & Bornstein, 1995). 
In other words, there was no evidence of the mere exposure 
effect as the measurement of implicit knowledge and even 
when this is supposed to be the case the results actually 
indicate that learning is explicit.

The problem with the mere exposure effects is the lack 
of the distinction between the two types of. If the mere 
exposure effect is applied to implicit learning, two effects 
should be distinguished; (1) the (classic) mere exposure ef-
fect: repeated strings (old grammatical strings used in train-
ing) promote higher preference, and (2) the structural mere 
exposure effect: the classic mere exposure effect is gener-
alised to the new grammatical strings that follow the same 
grammar as the training stimuli (Zizak & Reber, 2004). Of 
these, only the structural mere exposure effect can be taken 
as evidence for implicit learning if it is yoked with the clas-
sic mere exposure effect because implicit learning should 
involve generalisation or transfer of knowledge acquired 
during training to different new stimuli that also follow the 
same grammar. 

Only the structural mere exposure effect has been ex-
clusively investigated in the implicit learning literature, 
however (Gordon & Holyoake, 1983; Manza & Bornstein, 
1995; Newell, 2003; Newell & Bright, 2001). These stud-
ies involve ‘new’ grammatical and ungrammatical strings, 
but not old grammatical training strings, as test stimuli 
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(Zizak & Reber, 2004, is an exception). For instance, New-
ell (2003) found that when training stimulus was presented 
briefl y (100ms) and thus participants’ recognition perfor-
mance was below chance, no structural mere exposure 
effect was obtained but the mere exposure effect was ob-
served. The latter fi ndings suggest, Newell (2003) claims, 
that the classical mere exposure effect is not evidence for 
implicit learning since participants simply prefer old train-
ing stimuli. Unfortunately, Newell (2003) found these by 
investigating two types of the mere exposure effect in two 
separate experiments. Therefore, it is unclear whether the 
classic mere exposure effect obtained by the old training 
stimuli are transferred to preference for the new grammati-
cal stimuli as the structural mere exposure effect indicates. 

Confi dence rating

Another typical subjective measure is confi dence rat-
ing, which is concerned with how confi dent participants are 
about their judgments, as in the case of the mere exposure 
effects discussed above. Confi dence rating has received 
constant use and still remains extensively employed with 
other subjective measures (e.g. Brevers et al., 2012; Meal-
or & Dienes, 2012a; Schlagbauer, Muller, Zehetleitner, & 
Geyer, 2012; Wierzchon et al., in press). Tacitly or explic-
itly assumed in the confi dence rating is the zero-correlation 
criterion: there should be no correlation between accuracy 
of performance and confi dence, which is evidence for im-
plicit learning, given that the confi dence rating refl ects the 
degree of awareness (Dienes, 2008; Norman, 2010; Tun-
ney, 2005). Some even found that the confi dence rating had 
greater sensitivity to conscious awareness than the verbal 
report did (Ziori & Dienes, 2006).

Dulany et al. (1984) asked participants to underline the 
parts of the strings that they thought were grammatical or 
to cross out the parts of the strings that they thought were 
ungrammatical. In addition, participants rated their confi -
dence on each marked string on a seven-point scale from 
‘completely uncertain’ to ‘completely certain’ (but the cor-
relation between learning and the rating was not analysed). 
Perruchet and Pacteau (1990) asked participants to rate 
the degree of recognition of the bigrams (e.g. XX) after 
training on a six-point scale from ‘You are sure that this 
pair was never present in the strings studied’ to ‘You are 
sure that this pair was parts of one or several strings of 
letters’. Then they divided the scores into recognised vs. 
unrecognised categories adjusting variance among each 
participant’s data. Vokey and Brooks (1992) also used a 
six-point rating scale from ‘sure to obey the rules’ to ‘sure 
not to obey the rules’ for GJ, and from “sure similar to at 
least one training items” to “sure not similar to any training 
items” for similarity judgment.

Similar six-point scales were also implemented in 
Shanks et al. (2003), Destrebecquz and Cleermans (2001), 
and Norman et al. (2006). For instance, Shanks et al. (2003) 

fi rst asked participants to choose whether the test sequence 
was old or new, and then participants rated their recognition 
on a three-point scale on a trial-by-trial basis (‘sure’, ‘fairly 
sure’, and ‘guess’, a total of six points). Destrebecquz and 
Cleermans (2001) and Norman et al. (2006) used the fol-
lowing scale: from ‘I’m certain that this fragment was part 
of the training sequence’ to ‘I believe that this fragment 
was part of the training sequence’ to ‘I’m certain that this 
fragment was not part of the training sequence’. 

The results of these ratings were sometimes transformed 
into the binary categories or remained as continuous data. 
Norman et al. (2007), on the other hand, used the rating 
with the binary choices from the start. They used ‘less/
more familiar’ for recognition and ‘less/more confi dent’ 
for generation. Yet Dienes and Scott (2005) and Fu et al. 
(2010) constructed fi ve categories; (1) guess, (2) intuition, 
(3) pre-existing knowledge, (4) rules, and (5) memory for 
GJ (Dienes & Scott, 2005) or for sequence generation (Fu 
et al., 2010). 

These authors found positive relations between learn-
ing and the degree of awareness on at least some measures 
of learning and thus provided evidence against learning 
without awareness, except for Destrebequz and Cleermans 
(2001), Dienes and Scott (2005), and Fu et al. (2010). Meth-
odological issues related to the rating scale, however, urge 
caution in interpreting these results at face value. First, as 
reviewed above, there are huge variations in wording in 
the scale, and particularly problematic is ‘guess’, which is 
taken to capture unawareness and is often located on the 
middle between two extremes (e.g. between ‘completely 
sure to obey the rules’ and ‘completely sure not to obey 
the rules’). Dienes (2008) notes that participants differs in 
their feeling of guessing and they claim to guess even when 
they know some knowledge. Therefore, Dienes and Scott 
(2010) suggested that researchers should explain the term 
guess to participants in a clear defi nition: e.g. ‘”guessing” 
means “you know nothing at all—you could just as well 
have fl ipped a coin to determine your answer”, not just “not 
very confi dent”’ (p.678). 

Second, and in relation to the fi rst issue, it has been ar-
gued that participants might be reluctant to insist on con-
fi dence when they have ‘low’ confi dence even though they 
actually know the rules (Perruchet, 2008; Shanks et al., 
2003; Wierzchon et al., in press). Again, there is a danger 
of underestimating awareness.

Third, whether the rating should be dichotomous or con-
tinuous is unclear. Currently, evidence for both is available 
(Dienes, 2008; Tunney, 2005; Tunney & Shanks, 2003). 
Tunney, by replicating Vokey and Brooks (1992), compared 
continuous with binary confi dence ratings on GJ. He devel-
oped a four-point scale; (1) ‘yes, confi rms to rules—more 
confi dent’, (2) ‘yes, confi rms to rules—less confi dent’, (3) 
‘no, does not confi rm to rules—more confi dent’, and (4) 
‘no, does not confi rm to rules—less confi dent’. In this way, 
both yes and no response categories became binary (more 
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or less). In addition, participants were also asked to rate the 
decision on a 50% to 100% continuous scale where 50% 
confi dence meant a complete guess. The results showed 
that high confi dence in terms of the binary rating increased 
as the item similarity that was measured on varieties of 
similarity scales (e.g. associative chunk strength; Perruchet, 
1994) increased. The reverse was also the case. In contrast, 
the continuous measure did not show this trend in many 
of the similarity measures involved. Therefore, Tunney 
concluded that the confi dence rating with the binary option 
could capture more subtle states of awareness at the lower 
level. Similar results using the same measures as Tunney 
(2005) were obtained in Tunney and Shanks (2003). 

On the other hand, Dienes (2008) reported results 
against the superiority of the binary rating of unpublished 
ongoing experiments. He compared various confi dence rat-
ings including the high/low binary rating and the 50% to 
100% continuous rating used in Tunney (2005) and Tun-
ney and Shanks (2003) and obtained null results in terms 
of ANOVAs. Specifi c comparison using t-tests revealed, 
however, that the continuous scale outperformed the binary 
scale in terms of sensitivity to lower levels of awareness. 
His conclusion was that no one measure is superior to the 
other rating measures. As described, sometimes the data on 
the continuous scale are converted into the binary category 
(e.g., Perruchet & Pacteau, 1990). This means, however, 
that there is no independent theoretical motivation to de-
cide the cut-off point (Reber, 1990), which results in arbi-
trary division.

Fourth, Dienes and colleagues (Dienes & Scott, 2005; Fu 
et al., 2010) raised the possibility that participants’ structural 
knowledge was unconscious whereas their judgment knowl-
edge was conscious and thus inferring the state of conscious-
ness of the former knowledge from the results of the latter 
knowledge might be wrong. According to them, judgment 
knowledge is ‘the knowledge directly expressed by a judg-
ment’ and structural knowledge is ‘the knowledge of the 
structure of a domain that enabled the judgment, i.e., the ba-
sis of (reason for) their judgment’ (Fu et al., 2010, p.463). 
As an analogy, they provided the case of natural language. 
Native speakers know that a particular sentence is odd (con-
scious judgment knowledge) but have no idea why this is the 
case (unconscious structural knowledge). The result is ‘intu-
ition’. On the other hand, when both structural and judgment 
knowledge are unconscious, the result is a ‘guess’. 

On this basis, they asked participants to choose fi ve cat-
egories such as guess, intuition, pre-existing knowledge, 
rules, and memory in the GJ task. The latter two (rules and 
memory) indicated the conscious structural rules. Dienes 
and Scott (2005) found that the number of those which in-
dicated implicit structural knowledge (guess and intuition) 
outperformed those which indicated explicit counterparts 
(rules and memory). It was also found that memory and 
rule together were more related to correct performance 
than guess and intuition together were but all were signifi -

cantly beyond baseline performance. These results suggest 
that participants had conscious and unconscious structural 
and judgment knowledge. Similar results were replicated 
in Fu et al., (2010), with the SRT task. What these studies 
reveal is the importance of dissociation between different 
types of knowledge though results are still scarce in the 
literature. In other words, those studies including only the 
categories guessing, intuition or confi dent would confound 
two knowledge types.

In sum, these two traditional subjective measures of 
awareness, the mere exposure effect and the confi dence 
rating, have raised a number of methodological issues: for 
the mere exposure effect, the lack of studies which yoked 
the classic mere exposure effect (likeness for old (training) 
stimuli) with the structural mere exposure effect (likeness 
for new (test) stimuli that follow the same rule as the old 
stimuli); for the confi dence rating, shortcomings are more 
serious as there is ambiguity in wording in the scales, par-
ticipants might be reluctant to claim their confi dence un-
less they have enough confi dence, whether binary or con-
tinuous scales should be used is unclear, and structural and 
judgment knowledge should be separately rated.

The fi nal section deals with post-decision wagering, a 
new method of measuring awareness in the literature.

Post-decision wagering

Post-decision wagering (Brevers et al., in press; Meal-
or & Dienes, 2012b; Persaud & McLeod, 2008; Persaud, 
McLeod, & Cowey, 2007; Wang, Krajbich, Adolphs, & 
Tsuchiya, 2012; Wierzchon et al., in press) is a measure 
recently developed as an alternative option to confi dence 
rating. In this task, participants bet real or token money on 
their decisions and, if their decisions are correct, they get 
the money. On the other hand, they lose the money if their 
judgments are incorrect. The rationale behind post-deci-
sion wagering is people’s tendency to bet a lot of money 
when they are convinced that their decisions are correct. 
Therefore, the resulting knowledge is argued to be acquired 
implicitly when their correct decisions are beyond chance 
and there is no difference between high- and low-wagering 
on the correct response. 

Persaud et al. (2007) found evidence of implicit AGL. 
Participants, after GJ of each test string, were asked to bet 
either one or two pounds on their judgments. The result 
showed that participants’ correct performance was beyond 
chance (81%), suggesting that they learned the AG. The 
number of high-wagering participants was not beyond 
chance, however. This dissociation between learning and 
wagering was also observed in another group of subjects 
who betted the token money instead of the real money. Al-
though GJ of the latter group was somewhat less accurate 
than that of the former group (68%), there were still no 
differences between high- and low-wagering. These results 
suggest that post-decision wagering measures the state of 
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awareness. A similar dissociation between performance 
and wagering was found in a letter detection task by Per-
saud and McLeod (2008).

Some advantages of post-decision wagering over the 
verbal report or the confi dence rating are that: (1) instead 
of forcing participants to introspect their decision, which 
might cause interference with awareness itself, post-de-
cision wagering is more implicit and less obtrusive, (2) 
practically speaking, it is more natural and intuitive, or in 
other words it has much ecological validity, (3) it measures 
awareness more directly than other measures (other subjec-
tive measures measure awareness of awareness, or whether 
participants are aware that they are aware of something) 
(Koch & Preuschoff, 2007; Persaud et al., 2007; Wier-
zchon et al., in press). Koch and Preuschoff (2007) even 
cite evidence that in the case of the confi dence rating a 
small change in instructional orientation (e.g. whether par-
ticipants are asked to use all response options equally well) 
makes the results different (Kolb & Braun, 1995; Morgan, 
Masson, & Solomon, 1997, see Table 1. Advantages and 
Dis- advantages of Experimental Methods in Measuring 
Aware- ness during Learning). 

A problem specifi c to post-decision wagering, however, 
was suggested and tested by Dienes and Seth (2010). The 
identifi ed problem is risk aversion: when people have low 
confi dence about the correctness of their decision, they 
might be reluctant to wager much money, even though they 
have some confi dence in their decision. This is because, if 
their decisions are incorrect, they lose the money betted. 
Therefore, apparent dissociations between performance 
and wagering do not necessarily show unawareness but in-
dicate the effects of risk management. In order to clarify 
these relations, Dienes and Seth (2010) directly compared 
confi dence rating with a binary option (guess or sure) with 
post-decision wagering including a risk aversion task. In the 
risk aversion task, participants were asked two questions: 
(1) ‘If there was a lottery for a 10 € prize, which would be 
given to one of the 10 ticket holders, how much would you 
pay for a ticket?’, and (2) ‘If the prize were 100€, which 
would be given to one of the 10 ticket holders, how much 
would you pay for a ticket?’ (pp.676-677). 

Sweets rather than actual money were used in Dines and 
Seth’s experiments (2010). The results revealed that par-
ticipants showed higher confi dence and higher-vetting on 
the correct decision. These were signifi cantly above chance 
but did not differ from each other. There were differences, 
however, between the confi dence rating and the post-deci-
sion wagering on the proportion of the low confi dence re-
sponse (wagering > the confi dence rating), suggesting that 
participants were more reluctant to express confi dence by 
wagering than by the confi dence rating. Furthermore, there 
were signifi cant negative correlations between risk aversion 
and wagering, that is, as risk aversion became high, wager-
ing became low. Conversely, no signifi cant correlation was 
observed between risk aversion and confi dence rating. 

These results suggest that confi dence rating with the 
binary option is a more sensitive measure of awareness 
than post-decision wagering. Interestingly, in their experi-
ment 2, instead of the post-decision wagering, they admin-
istered a no-loss gambling task where participants had to 
decide either to stay with their decision or bet on the card 
that gave sweets on a 50 % probability (see also Mealor 
& Dienes, 2012b). Importantly, participants did not need 
to lose the sweets when their decisions were wrong. The 
results showed that the amount of betting on the card was 
signifi cantly lower than either the confi dence rating or the 
wagering and that no correlation was found between the 
no-loss gambling and the risk aversion. This suggests that 
if the appropriate controls (e.g. risk aversion) are applied, 
gambling methods can be a possible measure of awareness 
like confi dence rating.

Taken together, subjective (and emotional) measures 
have one important limitation: the subjective nature of the 
awareness measures itself brings aversion activities into 
and thus contaminates the experiment: participants do not 
express their subjective and emotional feelings such as like-
ness, confi dence, or motivation for vetting unless they have 
suffi cient confi dence in their decisions. Therefore, subjec-
tive measures have a great risk of underestimating aware-
ness during learning. Table 1 provides a summary of the 
advantages and disadvantages of each method discussed in 
this paper.

Conclusion

By now, it is clear that separating implicit from explicit 
learning solely based on learning instructions or popula-
tions is unreliable. There is no guarantee that participants 
will follow the instructions whether the same participant 
engages in a series of implicit and explicit learning tasks or 
different participants engage in implicit or explicit learning 
tasks. In addition, amnesics differ from their normal peers 
even in performance in implicit learning tasks and thus the 
results of experiments recruiting the former population 
are not generalisable to the latter population. Therefore, it 
might be preferable to carry out a single learning task with 
some measures of awareness and classify participants into 
aware/unaware groups according to those measures. 

How awareness during learning should be measured re-
mains unclear, however. Any measures of awareness face 
diffi culty in meeting Shanks and St. John’s (1994) infor-
mation and sensitivity criteria. This is because of meth-
odological problems: some of them such as participants’ 
reluctance to claim confi dence when they are less confi dent 
even though there is partial awareness are broadly applied 
to many measures. Others are more peculiar to the partic-
ular measure: whether dichotomous or continuous rating 
should be employed (confi dence rating) or whether par-
ticipants try to avoid money loss (post-decision wagering). 
Therefore, some even argue that the verbal report is still the 
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Methods Operationalisation Examples Advantages Disadvantages

Employing 
different 
populations 
(e.g., .. 
amnesiacs)

Comparing different populations on 
implicit learning performance

 Knowlton 
& Squire 
(1996)

- Amnesics show different 
(impaired) implicit learning 
performance from the 
normal and thus the results 
are not generalizisable.

Employing 
different 
learning 
instructions

(a) Implicit learning instruction: 
mmemorizisation of training stimuli

(b) Explicit learning instruction: 
intentional rule search on training 
stimuli

Reber (1967)
Reber et al. 
(1991)

- (a) Results comes from 
task difference (between-
participants design)
(b) Learning tasks are 
contaminated (within-
participants design)
(c) Participants do not 
simply follow instructions

The verbal 
report

(a)  Ask participants to disclose contents 
of awareness after experiments 
(retrospective)

(b)  Ask participants to disclose contents 
of awareness during experiments 
(concurrent)

Reber (1967) Verbal report can 
measure higher-
order (access) 
consciousness

(a) Participants may forget 
the contents of awareness 
after experiments 
(retrospective)
(b) Verbal report may 
interfere with ongoing 
learning process 
(concurrent)
(c) Verbal report cannot 
measure phenomenal 
awareness

Objective  measures

(1) Dicho-
tomous GJ,
recognition, 
generation

(a)  Ask participants to judge 
(b)  whether a new stimuli is 

grammatical
(c)  whether a new stimuli is what they 

saw during training
(d)  where the light appears on next 

given fragmentary sequences of a 
stimuli

Reber (1967)
Destrebecqz 
& Cleermans 
(2001)

(a) Objective 
measures are more 
objective than the 
verbal report because 
participants are 
simply required to 
categorise stimuli 
into two categories 
(e.g., seen and 
unseen)
(b) Objective 
measures are more 
sensitive than the 
verbal report since 
participants can 
respond on the basis 
of phenomenal 
awareness.

(a) GJ is a measure of 
explicit knowledge instead 
of implicit knowledge
(b) The dichotomous 
discrimination without 
scales is too coarse- grained 
to capture the subtle nature 
of participants’ awareness



114 Daisuke Nakamura

(2) strategic 
control

Give two instructions:
(a)  inclusion: ask participants to include 

the training stimuli that they had saw
(b)  exclusion: ask participants to 

exclude the training stimuli that they 
had saw

*Exclusion errors refl ect the effects of 
unconscious processes
*Unconscious knowledge = inclusion 
- exclusion

Dienes,
et al. (1995)

(a) The problem of 
the task differences 
can be avoided 
because the PDP in 
the implicit learning 
literature usually 
employs instructional 
differences for the 
same task instead of 
task differences
(b) The problem of 
task contamination 
can be resolved by 
statistical calculation 
of inclusion 
and exclusion 
performances

(a) Exclusion errors do 
not refl ect effects of 
unconscious processes but 
result from external factors 
such as motivation
(b) Exclusion instruction is 
too diffi cult to follow
(c) When there are no 
exclusion errors,
the magnitude of the 
unconscious processes 
cannot be estimated

Subjective measures

(1) The mere 
exposure 
effects

Ask participants to judge whether they 
like a stimulus

Gordon & 
Holyoak 
(1983)

(a) The effect 
does not require 
recollection of or 
depend on previous 
episodes and 
participants simply 
rate the emotional 
preference of a 
particular sequence
(b) Participants 
are not informed 
of the existence 
of the rules and in 
this respect, the 
effects can avoid the 
problem of explicit 
contamination

Experiments often 
investigate either (1) the 
classical mere exposure 
effect (likeliness for old 
(training) stimuli or (2) the 
structural mere exposure 
effect (likeliness for new 
(test) stimuli, but not both.

 
(2) The 
confi dence 
rating

(a)    Ask participants to rate confi dence of 
their response on binary or continuous 
scales 

(b)    Ask participants about their degree of 
confi dence by selecting one from several 
response categories (e.g., guess, intuition)

Perruchet  
& Pacteau 
(1990)
Dienes & 
Scott (2005)

The measure captures 
better the subjective 
and graded nature 
of awareness during 
learning

(a) There is variability or 
ambiguity in wording of 
response options
(b) Participants might 
be reluctant to claim 
confi dence unless they 
have enough confi dence
(c) Whether the rating 
should be dichotomous or 
continuous is unclear
(d) Structural knowledge 
and judgment knowledge 
might be confounded
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gold standard as regards measurement of awareness (Run-
ger & Frensch, 2010; Weiskranz, 1997). Overall, as Mealor 
and Dienes (2012b, p.236) claim, one might conclude 

But one can never be sure that any method always 
picks out just unconscious knowledge….Any measur-
ing method can be criticised for the mere possibility it 
might sometimes get it wrong: the acid test is if in prac-
tice it gets it right often enough that it participates in 
theory-driven research, providing itself by the theories 
it can corroborate.

According to Mealor and Dienes (2010b), verbal re-
ports may be a reliable measure in that access to verbal-
isable consciousness (theoretically-driven; Block, 2005, 
2007) by defi nition can be measured only by some kind of 
verbal report.

After all, capturing the null effect of awareness is diffi cult, 
if not impossible. According to Erdelyi’s (1986) experimen-
tal indeterminacy, implicit knowledge can be demonstrated 
only in the condition α = 0 and ε> 0, where α refers to con-
scious knowledge and ε refers to unconscious knowledge. 
Reber (1989b) argues that this over-strict condition cannot 
be met. Reber himself (1989b) concedes that participants in 
his implicit learning experiments developed some awareness 
of the underlying structures: they were not totally unaware 
of the grammar. This is also refl ected in his defi nitions of im-

(3) The post-
decision 
wagering

Ask participants to bet money on their 
decision; and if their decision is correct, they 
get the money

Persaud, 
et al. (2007)

(a) Instead of 
forcing participants 
to introspect their 
decision, which might 
cause interference with 
awareness itself, the 
post-decision wagering 
is more implicit and 
less obtrusive
(b) Practically speaking, 
the method is more 
natural and intuitive, 
or, in other words, 
the method has much 
ecological validity
(c) The method 
measures awareness 
more directly than 
other measures (other 
subjective measures 
measure awareness of 
awareness, or whether 
participants are aware 
of that they are aware 
of something)

When people have low 
confi dence about the 
correctness of their decision, 
they might be reluctant to 
wager much money, even 
though they have some 
confi dence in their decision

plicit learning: ‘largely independently’ from awareness. It is, 
then, safer to conclude that there are still controversies over 
the possibility of learning without awareness (Baars, 2002).

One direction for current and future research is to 
clarify limitations inherent in a particular measure by em-
ploying theoretically-driven multiple subjective measures 
of awareness and to research differential sensitivities to 
graded awareness during learning. The key to doing so is 
interdisciplinary sensitivity. One example is Wierzchon 
et al. (in press), who employed feelings of warmth (cold, 
chilly, warm, and hot), which had originally developed as a 
measure of intuition (Metcalfe,1986), as a subjective mea-
sure of awareness to capture subtle awareness (Kouider, de 
Gardelle, Sackur, & Dupoux, 2010). Much research along 
this line is clearly needed. 
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